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Preface

In choosing to study Computer Science, Computgr [Sgdatit

Media, Electrical Engineering, Computer Engineering or Software
Engineering you have chosen a career in exciting and rapidly changing
disciplines. As a professional in one of thesgftienizsy become

involved in many of the great charpesfuture, for the computing

and engineeridgsciplinewill play a central role in these changes.

It is important, therefore, that you not only develop the applied and
theoretical skills of a professiomathat you also try to obtain an
understanding of the impact of your discipline and its tools on society.
For that reason we would strongly encourage you to select, in addition
to the required courgesescribed in the programs offered by the
departmentourses outsidiee disciplines Gbmputer Scienoe
Engineering in areas where you will broaden your knowledge of societal
issues. One way to do this is to select isolated courses that interest
yoy however, a more productive approach is to a@kisglex t
concentration of courses in a different area or possibly designing a
second major or minor in addition to your primBrgithtajgh

double majoring or major/minoring is not open in the Computer
Security, Digital Media or the Engineering Piotpigenthere is a

large number of possible pairingsrsoein a doublanajor ol

majoiminor with other programs, there also are some restrictions
where the two members of the pair are in tHesldafiteus, for

example, the pairing of computecesaied information technology is
unavailable. Similarly, while there is no harmonised senate policy
regardingecond degrees, it is recorded in the University Calendar that
OA student who wishes to pursue a secorid detjfiszent field of
studymustapply to the Admissions Office for admission as a second
degree candidateO.

In general, in planning your course selentigmould be thinking

ahead and asking yourself not only which technical/scientific courses
will give you a good degoee alsamhich courses will make you a

good professional. That implies a sound technical background, a broad
education, professional ethics and a social conscience.
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CSAC and CEAB Accreditation

EECS offers the following accredited programs:

¥ BSc Specialized Honours in Computer .S&cemedited by
CSAC since 1996.

¥ BA Specialized Honours in Computer SAiecreglited by
CSAC since 1996.

¥ BScHonours Major (including Double .Mgjorgdited by
CSAC since 1996.

¥ BA Honours Major (including Double. Maedited by
CSAC since 1996.

¥ BA Honours in Computer SecAdtyedited by CSAC since
1996.

¥ BSc Specialized Hasoun Computer Securitpgpam.
Accredited by CSAC since 1996.

¥ BEngComputer Engineering. Accredited by CEAB since 2007.
¥ BENg Software Engineering. Accredited by CEAB since 2016.
¥ BENg Electrical Engineering. Accredited by CEAB since 2017.

The BEng in Electrical Engineeringestiguundergoing review for
accreditationCSACis an autonomous body established by the
Canadian Information Processing Society (CIPS),Gi#ABrAs
established yngineers Canada. The purpose of accreditation is to
identify those institutidhat offer computer programs worthy of
recognition. The objectives of the accrediting bodies are:

I To formulate and maintain high educational standards for Canadian
universities offering compategineerirand information science
programs, and to asHisise institutions in planning and carrying
out education programs.

I To promote and advance all phases of coemgirieerirgnd
information science education with the aim of promoting public
welfare through the development of better educated computer
professionals.



I To foster a cooperative approach to corapgieeeringnd
information science education between industry, government, and
educators to meet the changing needs of society.

Graduation from an accredited Computer Science Program simplifies
the process of professional certification as an Information Systems
Professional of Canada or ISP. The provinces of Ontario and Alberta
recognise the ISP designation. Likewise, accreditattiABom
ensures that the academic requirements necesgggirdtion as a
professional engineer within Canada are successfully met. More
information on professional accreditation and the accreditation process
can be found on the CIPS web pate:4tvww.cips.@ad on the
Engineers Canada websit@t/www.engineerscanada.ca/

A Note on Terminology

In this documetiteBA or BSc degree refers to Hoeetld bachelor
degree. TheBA Honoursr BSc Honours degree refers to the 120
credit degre@heBEng is a specialised honours, typicathedib0
engineering degree.

Programs Offered by the Department

The Department offers courses towards the following programs, each of
which is describedrenfully below.

Computer Science

Computer Security

Digital Media

Computer Engineering

Software Engineering

Electrical Engineering

ogkrwnhE

For detailed information you are advised to first read the appropriate
sections of the York University Undergraduate (Chtdndarthe

related York UniversityOs welhthaiglealendars.registrar.yoku.ca
Secondly, read this supplemental Calendar, and thirdly, see an advisor
in the Department.




The Computer Science Pragsa

Computer Science is available as a major program leading to an
Honours or a Specialised Honoursrét®) degree. It is also
available as @0creditBachelor degree. Students in an Honours or
Specialised Honours degree program may also gradua@f-with the
creditdegree once they have fulfilled its requirements, and then
continue to obtain their Honours degree. The degree Bfses are
Honours, BSc kturs, BA or BSc Specialised Honours, International
BSc (iBSc) Honours and International BA (iBA) Honours, and the
International Dual Degree (BSc Specialised Honours/York; BSc
Bachelor/Hochschule BRheirSieg).

The Honours major in Computer Scienbe otagbined with most
subjects in each of Lassonde School of Engheearitygof Liberal
Arts and Professional Stutdk&R$and Faculty of Scieneading

to a fouyear double major or majoor degree. Conversely,
Computer Science is alsdadblaias a Minor program, which must be
combined with an Honours Major in a different discipline.

The intention of a combined program is for students to major in two
subjects. In a double major program, students complete course work up
to and including td@00evel in each subject. In a major/minor
program the minor subject generally requires somewhat less course
work than the major, and still may include courses ateted. 4000

Such combined degrees may require students to take more than the
minimumfdL2@creditsn ordeto satisfy the honours requirements of

each subjed@onsult advisors in both departments if you are planning

a combined program.

In the Specialised Honours program students take more courses in
computer science and mathematicentbdner programs thereby
achieving greater depth of study. However, a breadth in education is
maintained by the requirement of a significant number (30 credits) of
nonrcomputing science oriersied normathematics (or statistics)
courses.

The BA Honmurand BSc Honours programs requirereiiid
(normally completed in four years of study), morzeaspecal
higher minimum performance level-jgratdeerage of 5.00 to



proceedIN i.e., continue in the progkaend to graduate), and in
some ases different courses than a BA or BSc degree.

The 9&redit BAndBSc program, normally completed in three years
of study, require a minimum grade point average of 4.00 over all
courses for graduation.

The requiredcourses in computer science and mathematics are
identical in mosbmputer scienpeograms in the first two years of

study so that students can make their final decision as to which
program to graduate in after they have more exposure to the discipline.
Similarly, all threagineering programs offered by EECS have a
common first year so that all programs get a common strong foundation
in mathematics, computing and engineering principles, but also so that
students have the option to make an informeedfcth@grogram

they will follow from the end of year one to graduzdropuigr
scienceprograms are structured in such a way that a student who
embarks on a BA Honours or BSc Honours program can meet the
requirements for a BA or Bxhelor degré@0 credits) by the end

of the third yeand can at that time graduate with either a BA or BSc
Bachelor degre®nly the honours programs (with the exception of the
minor) are accredited by the CSAC.

The degree requirements for the various C&uiputr degree
programs and Streams, as well as for Computer Security, Digital Media
Electrical,Computerand Software Engineering offered by the
Department are listed at the end of this calendar (as a URL link in the
case of the éme version of tdiscument).

Streams irSpecialisedHonours Computer Science Programs

The Specialised Honours progifand BSo)ay be taken with a
specified focus (spex#abn) orStreamn Software Development

1 In December 2005 the Senate of York University has approved, with effective date of
implementation April 3, 2006, an amendment that allows students to “proceedon warning ” if
they fail to meet the gpa of 5.0. The minimum cumulative gpa required is 4.00 between 0-23
credits; 4.25 between 24-53 credits; 4.80 between 54-83 credits; 5.00 beyond 83 credits. A similar
amendment was approved effective FW2015 for BEng degrees: students “proceedon warning ”
if they fail to meet the gpa of 5.0. The minimum cumulative gpa required is 4.00 between 0-35
credits; 4.25 between 36-71 credits; 4.80 between 72-107 credits; 5.00 beyond 107 credits.
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The streamrovide a mechanism f@cognising on wotranscript
thisemphasis or focumsyour studiel requiresome specific 3600

and 400Devel courses (thus specifying what would otherwise be free
choices withBECScourses that you would make yourself in an un
streame®pecialisedonours progm, as well as a full year (6 credit)
400@evel project, @onours thefas it woultbe called in some
universities. This is EECS 4090 6.00

The Computer Security Program

The Computer Security prograrS§pecaalisetionours degree that

may be pursdeas a BSc or a BA degree program. It focuses on
understanding threats to computer security and the techniques for
combating those threats. Besides the foundational computer science
and mathematics courses the program reglgpgs sducation in

areas sch as computer networks, cryptography, operating systems,
database, and software engineering techniques as well as specialised
courses in computer security. In gdditsmid understanding of
applied ethics, management and operairacttes, arekposure

to relevant legal concepts are important elements of the curriculum.

As a specialised honours programputer security cannot be
combined with any other honours major or honours minor. However,
the program does still require a significant afunasEEC Sand

norMATH courses to ensure a breadth of general education.

The Digital Media Program

Digital Media or New Media are the technical methods and social
practices of communication, representation, and expression that have
developed using the digital, multimedia, and networked computer.
DigitalMedia have transformed work in other medianfoveds,
telephones, television) as well as given rise to entirely new media
(computer games and the Internet for example).

The curriculum aims to provide a foundation in the following areas:

¥ The computational basis for the creation of digital media imager
and sound, including animation and the simulation of 3D
environments.

1C



¥ The theoretical, artistic, aesthetic and experiential ideas that lie
behind an informed understanding of the aesthetic aspects of
digital media creation

¥ The practice of creating tigiglia works that explore the ways
in which culture is produced and can be produced through
technology

¥ The broader socigtural effects and the theory and research
concerning responses to and uses of digital media.

This is a multidisciplinary BA Specialised Honours degree program that
consists of a common core of camdes structuredthseadistinct
specialisatioBtreamsDigital Media DevelopmPBidital Media Arts

and Digital Medi@ameArts A student mughoose one of the

streams by the end of their first year of study.

A 90credit Bachelor BA is also avadaldé fall 2016ut not as a

direct entry option. sitbama involvea nearlybalancechumber of

courses from the Department of Eléatgoakring an@omputer
SciencéEECSpand theSchoobf the Arts Media, Performance and

Design (AMPDJhere are also a few courses requirescienice

and Technology Studies (STS) in the Faculty of Science (FS) and a few
fromthe Communication Studiegranm the Faculty of Liberal Arts

and Professional Studies (LA & PS).

For more informatiee she URL.:
http://futurestudents.yorku.ca/progranmdidisal

or the prograraquireentshere:

http://eecs.lassonde.yorku.ca/cstueents/undergrads
courses/eeesipplementahlendars/

iBSc and iBA

The department has a gtrimerest and involvement in promoting
opportunities for students to study abroad. The iIBS©egréaBA
programs are structured as honours computer science programs that
contain a compulsory exchange placement abroad of at least one full
term of studyhe iBSBegree program requires 30 credits outside the
major, consisting It to 18 credits in a language chosen by the
student, and another 12 to 18 credits that focus on a country or region
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that is compatible with the studentOs chosen languayssiatetior

with an international issue that is of interest to the studealsd he iBA

requires 30 credits like the iBSc above, but the language component is

set to exactlB redits in this degree. Students would normally enrol in

language courses rat@vo their exchange placement.

For more informatiee the URL.:
http://clublassonde.com/psyjeetcomputing/

Since 2003 the Department has maintained a successful International
SummerSchool program, mounting courses in partnership with
departments in Germany, Greece and Poland.

For more informatiee she URL:
http://eecs.lassonde.yorku.ca/activities/international

opportunities/

The International Dual Degree BSc Specialised Honours Program

Thre Internation&lual Degrg@ogranstarted in the fall 2011:
¥ It is a international program of study at York Urwersity,
Hochschule BoRheirfSieg (BRSU) and the University of
Crete (UoC) that equips the graduate with professional
credentials in North America and in Europe.
¥ Two degreemeobtained within four years of study: The York
University BSc Specialised Horidegeee in Computer
Science and the BRSU Bachelor of Sfege= in
Computer Science.
¥ The program includesgedr long study in Europe, divided
between BRSU and UoC.
In collaboration with the Departments of Computer Science in the
Hochschule BoRMmenSieg (BRSU) and the University of Crete
(UoC), the Departmerilettrical Engineering @athputer Science
offers anternational Dual Degree Program in Compute(BRxuence
and Specialised Honours BSc). Thisdpaitedprogram will be of
interst to students with high academic standing as measured by a
cumulative GPA of 6.00 or hagimputeaverall majorcomputer
science HEC$ coursesomplete@mongapproximately 60 credits
takenat York Univers(typically achieved at ¢hd of the send
year of stujly
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Students in the program, after two years of study at York but before the
completion of the York degree requirements, will be eligible, subject to
the aforementioned GPA requirement, to continue their studies as York
international exdgg students in the European UniofofEiull

year of studyrhis exchange placement will be divided between BRSU
in the Fall term and UoC in the Winter term. At UoC, the students will
complete a mandatamsearch internshgomponent and an
undergmduate thesiboth typically taking place in Itsgitute of
Computer Science/FORiTEreteStudentsay, optionally, also take
specialised computer science caindés

The thesis and internship activities will both be conducted in English

Study at two universities in distinct geographic and linguistic/cultural
settings adds value to the exchange and broadens the learning
experience. The program of study is precisely regulated as dictated by
the need to mdamith the degree requirementerfUhiversity and

BRSUA the end of year three (the exchange year), students who have
progressed normally will have met both the BRSU Bachelor of Science
in InformatiKequivalent to YorkOs BSc BacheledifGlegree)
requirements as well as thase &Sc Bachelor in Computer Science
(York), and may graduate with both of these degrees from the
respective institutions. York students will return and ctygédete a 4

of study at York University to fulfil their BSc Specialised Honours degree
requements and thus also graduate with the York University
SpecialisedHonours degree. York International administers all
exchanges under this program in collaboration with the International
Offices in BRSU and UoC.

Reciprocally, BRSU students will spalhgesarf of study at York to
conclude theird§ear BRSU requireméntsaking York University
degreespecific substitute courses. Upon successful completion of year
three, these students would have met both the BRSU and York degree
requirements, and ldobe eligible to earn the York BSc Bachelor
degree in Computer Science (as well as the Bachelor of Science in
Informatik from their home university).



All BRSU students in this Dual Degree Program mushcdifisfg a

general education requirenmienteu of the general education
requirements of thessond&chool dEngineering, as follows: They

must complete at BRSU, normally prior to arrival &EXQIE, (the
equivalent of 9 York credits) of courses in English, Microeconomics,
Intercultural Commruations, and Law.

Reciprocally, all York students in this Dual Degree Program must satisfy
a modifiedieneral education requiremdreu of the current general
education requirements ofLtmsonde School of Engingeaisig

follows: They must cetepht York University 6 furthesanemce

credits in addition to 12 credits in language and culture courses.

The Computer Engineering Program

This is a Specialised HonBachelor of Enginee(Bigng Degree

Program in which students must seleesdbatsfocus on software

and hardware engineering. For example, courses in digital logic,
embedded systems, signals and systems, and computer networks are
required in Computer Engineering but are optional for students in other
degree programs. MoreokierBEngdegree contains a substantial

core of engineering design courses that are only open to students in an
Engineering program.

While Honours programs in Computer Science allow flexibility for
students to choose electives, the Computer Engineamnmgsprogr
highly specified in order to meet accreditation requirements of the
CEAB.Computer Engineering is our oldest BErampeogl is

already accredited®EAB.

As is the case with all engineering programs, the workload is very
demanding. The tatamber of credits (normally completed over four
years of study) is 150.

For more informationee s http://lassonde.yorku.ca/computer
engineering/

The Software Engineering Program

This Speciaséd Honours BEng Degree Progpaires computer
science and engineering principles to the creation, operation, and
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maintenance of software systems including embedded systems (e.g.
devices such as mobile phones or air traffic systems controlled by
software ubiquitous in modern technology. Skills in Software
Engineering are increasingly in demand given the prevalence of
software and its use in critical areas involving the safety of the public
and environment.

Building on existing strengths in Computee Suied Computer
Engineering, YorkOs new Software Engineering program provides
students with a systematic and disciplined approach to developing
mission critical software. The software engineering curriculum at York
University develops the multidisgiptkéls required by today's
software engineldtechnical, mathematical, business, societal, and
communicatifithat really make software engineers the leaders of
tomorrow. The program develops teamwork, communication skills (via
technical presentationgores, and peer evaluations) and encourages

an industrial internship.

The first year provides students with a strong foundation in
programming, applied mathematics, and physical sciences.

During the second and third y8afsyareEngineering students

acalire the necessary engineering tools in mathematics, computer and
engineering sciences, as well as specialised skills in software
specification, for the analysis and design of complex mission critical
systems by combining intensive classroom teachabgraitoady |
education.

The fourth year of ®BatwareEngineering curriculum is flexible to
enable students to create their own specializations by selecting from a
variety of innovative courses in the fieldscarftmetcomputing,

mobile communicatiossecurity, databases and htooarputer
interfaces. Multidisciplinary skills in social sciences, business,
humanities, and communications are honed through a selection of
elective courses in complementary studies spread throughout the four
years of the ciaulum.

Design is a significant component of engineering and is integrated

throughout the software engineering curriculum. In addition to the

standard engineering design courses, the design of software is stressed
1t



throughout. There is a software prajesg ao the second year as

well as a design project in the third year. The design process culminates
with a capstone engineering project in which students put their training
into practice by developing requirements, designing a suitable
architecture, bunlg, testing and deploying a software intensive system
ideally in an interdisciplinary environmgee also
http://lassonde.yorku.ca/sofevajieeerinipeng

The Electrical Engineeringp§ram

This is our newest Specialised Honours BEng Degred¢hBtogram
commenckin September 2013. Electrical Engineering deals with the
electrical, electronic, and wireless infrastructure that enables our
modern life. There isnOt a field or indudtrgsti@t depend on the
fundamentals of Electrical EnginBdx@éni pharmaceutical, medical,
manufacturing, media or even entertairBubntdisciplinesf

Electrical Engineering include electronics and nanoelectronics, control
systems, telecommunicatiormotics systems and biomedical
instrument design. Common across all engineering programs, the first
year in Electrical Engineering provides students with a strong foundation
in programming, applied mathematics, and physical sciences. During
the secondnd third years, the curriculum covers advanced topics in
electronics and electrical circuits, semiconductor devices and circuits,
electromagnetic fields and waves, power systems and energy
conversion. The final year provides students the flexibiitiziofyspe

in one of the four electrical engineering fields: Electronics, Power,
Communications and Signal Processing, and Medical and Assistive
Devices.

See alstittp://lassonde.yorku.ca/eleatrigaleering/

Engineering and International Development Studies Dual Degree

Computer, Electrical or Softwagendering students can combine

their engineering studies with specialization in international
development. 8&nts in the engineering and international
development studies program choose one of the engineering program
streams, plus the international development studies requirements.
Graduates are awarded both BEng and BA degrees. See the university
calendar foethilshttp://calendars.registrar.yorku.ca
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Degree Requirements

Specific course requirements for the degree programs outlined above
can be found in the official University Calendar at:

http://calendars.registrar.yorku.ca

Degreaequirements fall into two or three broad categories:

1. Those required for the major, i.e. computer science and
mathematics courses; and for the Digital Media degree,
courses fromthe AMPD School and social science
coursefSTS courses

2. Those required for the second, majomoif the program is
an HonosrDouble Major or Honours Major/program.

3. Courses required @eneral ducation, breadth and diversity.
These depend whether the degree is a BA, BSc or a BEng.

The Department also provides degree checklists that itemize the course
requirements insaccinct and cleaay (hopefully!). Every effort is

made to ensure the accuracy of these checklists, however, in case of
any inconsistency the official University Calendar is to be followed.
These checklists are included at the end of the hardcopy version of this
supplementedlendar and also at this link

http://eecs.lassonde.yorku.ca/estndents/undergramsirses/

under the headi@®yogram Informati@h
Courses on Offer in 2018

The course schedule for Summega@@FW 20118 is found on the
department Undergradymage faontinuing students

http://eecs.lassonde.yorku.ca/ecstndents/undergramsirses/

under the headi@pQrse InformatidhlLecture Schedul€xs
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Admission to Programs

Computer Science and Computer Security Programs

Please go tottp://futurestudents.yorku.ca/requiretoefitel out

about the various University and Faculty level Admissions
Requirements pertaining to your situation. There are two general
Admission Categories:

1. Entry with only secondary school background

Requirements under this category are detailed at
http://futurestudents.yorku.ca/requirements/highschool

Please note the Facsiitgcific requirements as these pertain to your
case.

2. Entry with possecondary academic background

Please fow http://futurestudents.yorku.ca/requirements/univ_coll
find a detailed description of general University arshé@balty
policies for gaining admission under this category.

In particular, current York University students whthesage their
major to be, arcludeComputer cgnceor Computer Secunityl
need to meet the follommgmumequiremesit

I Completion of at least 24 credits with an overall cumulative grade
point average (OCGPA) of 5.00 (grade of C+) or better if
transferring to the honours computer /sciemeger security
programs (minimum OCGPA of 4.00 (grade of C) is needed to
transfer into the Bachelor degree pragaomputer Sciepée

I Mustmeeteitherthe mathematicomponent of tipaiblished
Admission® the Degree Prograguiremesitcompleted within
the last 5 yearsr the prerequisite alternatives (2) ort(i@)
prerequisite BECS101Rualificatiorier eatrycannot be mixed
(entry is decidestheron Admission qualificat@iogse oron
oneof the two alternatives ab@»ege courses from alternative
(2) are taken, a transfer application cannot be based on criteria (1)
or (3) anymore.

2 All courses listed in your York University transcript will be included in the calculation of your
cumulative grade point average.
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Once transferredadcECSrogram, students will need to satisfy all
specific and general prerequisites of computer science courses they
wish to take.

Digital Media Program

Admission requirements can be found at the same websites as given
above. Please tphttp://futurestudents.yorku.ca/requirements/

Electrical, Computer and Software Engineering Programs

Admission requirements can be found at the same websites as given
above. Please gdittp://futurestudents.yorku.ca/requirements/

Graduate Prograsim Computer Science amEngineering

Admission to the graduate program is highly competitive. The ideal
preparation for graduatelies in Computer Science or Computer
Engineering is the completion of the Specialised Honours Program in
Computer Science, or in Computer Engineering, or in an equivalent
degree that includes senior level courses in theoretical computer
scienck Yourmde point average in the last two years should be at
least B+ to enter the competition for admission. Of course, the higher
your grades the more likely you will be a successful candidate. For
more information, please visit
http://eecs.lassonde.yorku.ca/cstmeents/grageurses/

Professional Experience Progr@&P)

The Professiond&xperienc@rogranoffers qualified undergraduate
Computer Science, Computer SecuriBigaaldMedia students th
opportunity to take part in an inteqmsigpam that alternates
academic studies with related work experience in either the private or
public sectors. There is considerable flexiliiey duration of
individual internshipge length of ameirnship can vary from four to
sixteen montli; quanta: 4, 8, 12 or. I8ese are paid internships

and, for example, computer science/security internsegymically

salary typical of ed@yel positions in the IT sector.

Engneering students can participate Go-tpgProgramwhich has
similar objectives tiee PEPand allows students to participate in
multiple work terms over the course of their degree (see below).
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Students in the BA Honours, BSc Honours, iBSceliBiblars
applytothePEPIn year thredf their studiesStudents enrolled in the
Internship option are required to eBECHBO00 0.0th each term

of their internship. Faministrative reasons we |saparate
courss, EEC8980 0.Q0and DATT 3929 0.0éssociated with
Internships of Computer Seandt{pigital Medrejors.

The Internship (and-dpy Program is administered centrally by the
Lassonde School d&ngineeringlnternship students receive
assistance in identifying relevant and interesting internship
opportunities, formulating the employer application package and
shapening their interview skills. Computer science and computer
security tadentshave benplaced at a wide range of companies
including IBMBlackberrySun Microsystems, Platform, Workbrain,
Ontario Lottery and Gaming Commission, CIBC, Toronto Hydro,
Ontario Power Generatiod, Global Matrix, while past placements of
digital media stutkenncluded Shore Consulting GBMERBC,
andOntario Ministry of Government & CoSsumess.

For additional information please visdastende Gup/PERink
http://lassonde.yorkiceopandinternships

See also theECS900 0.0andEECS980 0.0andFA/DATT3929
0.00descriptions in this supplemental calendar.

Cooperative Education Program

Conputer, Electrical and SoftwarginBering students have the
opportunity to participatoiapWork &rms, typically starting in the
summer after second year. There is considerable flexibility in the
scheduling and duration of individolicternshsgout a minimum

of 12 months of-gp work is required. The type of internship is also
flexible with traditional, entrepreneurial, international and freelance
placements possible. During thp tdernship placement students

earn a salary typical ofrydevel positions in the field. See
http://lassonde.yorku.cafgandinternshipor details.
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Out of Major Elective CourseSomputer Science and Computer
Security Programs

Students in Coutpr Science or Computer Security sometimes feel
their study in this discipline is quite isolated from the other programs in
their Faculty, and place little emphasis on their choice of courses
outside the major, even though at least a quarter oséseareour
nonrcomputer science/math. This is a nfista&mputer science
supports applications in every inforosatigrdiscipline. In order to

make creative and effective use of your skills in computing, you need to
know much more of the natural therldharmade world, and the

world of ideas, than can be learned in courses in computing alone.

There are many choices for elective courses beyond computing. For
example courses in economics, philosophy (logic), psychology,
linguistics, physics and chgnjisggtto name a fewhose content

meshes with issues and problems studied in computer science.

Not only should you consider taking individual courses in other
disciplines but you should also consider taking a concentration of non
major courses that tbge form a coherent or complementary
package. Such a concentration may come from only one discipline
(one of the sciences, for example, whose hierarchical course structure
ensures that none of the courses therein can be taken jbusolation)

it may ab come from two or three disciplines on related concepts
presented from different perspectives. It will often be necessary to take
specific prerequisites before you can take a desired elective course;
such combinations also form coherent concentrations.

To further emphasise the importaetectfe coursesitside the
discipline, all honours programs require at least 30 crediITrOm non
and noi®ATHKITourses.

The Service Program

The Department also offers a variety of courses afdiiel Hi@D

2000evel that are of interest to students wanting to learn about
computers and computer use without majoring in Computer Science or
Engineering. In some cases degree programs offered by other
departments may require these courses in their programs.

Atthe 100¢evel these courses formajors are:
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EEC3520 3.00 Computer Use: Fundamentals

EEC3530 3.00 Computer Use: Programming

EEC3540 3.00 Computer Use for the Natural Sciences
EEC3541 3.00Introduction to Computing for the Physical
Sciences

EEC3550 3.0troduction to Web Development

EECS3560 3.00 Introduction to Computing for Math and Statistics
EECS3570 3.00 Introduction to Computing for Psychology

EEC3520 3.00 is an introduction to computers including their
architecture, system software, networking and other general topics as
well as providing exposure to problem solving applications such as the
spreadsheet. The couBEC3530 3.00 is an introduction
computer programming and may be taken as preparation for
EEC2501 1.00. EEC3550 3.00is an introduction to the
development of interactive web applicEiB68541 3.00,
EEC3560 3.00 aittEC3570 3.00 are directed towards Physics and
Astronomy, MA/Btats and Psychology majors, respectively.

Students taking the 1500 series courses are not enabled to take the
2000level EECS courses for majors without prior successful
completion dEEC3012 3.00 (EECS1011 3.00 for BEng degree
majors)and EEC3@®2 3.00 (EECS1021 3.00 for BEng degree
majors)Some 200i@vel courses also require EECS2036@.@0.

quick look at the prerequisites for each EECS course please see the
Prerequisites Section

At the 200@vel he Department offers the cdeiEse2501 1.00,
Fortran and Scientific Computinghich covers compbgsed
problem solving in a variety of scientific and engineering settings.

Student Clubs

The clubs and student organizations at Lassonde offeastitne fant
opportunities and plenty of fun alongside personal development. Please
visit the Lassonde Student Clubs website
(http://lassonde.yorku.ca/stuligiog for the complete list our clubs
andstudent organizations.
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The Computing Students HulCSHub) is a group of students
passionate in computer science and technology. While CSHub
represents computing students in Computer Science, Computer
Security, Digital Media, Computer Engineering ance Softwa
Engineering, the club has members from all Faculties. CSHub offers
seminars/tutorials/workshops on a variety of pt@gEEmming
competitions, lectures from distinguished individuals in industry, as well
as social and professional development Blesds. visit their
websitehttp://www.cshub).dar more details about the club and its
events.

TheDigital Media Student AssociatibMSA) is a group of students

who offer academic, social and career suppdents stithin and

beyond York UniversityOs Digital Media Program. More information
about the DMSA is available on their wetligpté dinstudents.ca/

ThelLassondeEngineering Societyt York or EngSoc, represents
Engineering students on various issues relating to engineering and the
university, and organises social events and advising sessions. They
can be accessed through their welbdife/&ngsocyu.com/

TheRobogals Chaet at York Universigims to promote women in
engineering by reaching out with interactive events. Please visit their
Facebook page for more information about the chapter:
https://www.facebook.com/pages/RebbapteatYork
University/490134204377640

The York University chapter of Engineers Without Boider
http://www.yorku.ewbitehelps people in developing coitiesu

gain access to the technology they need to improve their lives. In the
past, EWB@York repaired Peb#éised computers and shipped

them to Iraq for female NGOs. Summer Internships include three
international and one local placement.

TheYorkUniversity Rover Team (YURETm their Profile page,
http://wwwecs.yorku.ca/~roverteam

OYURT is a group of enthusiastic undergraduate and graduate students
from a wide array of disciplines who advanced rover prototypes to
compete in NASA's LunabotidagiCompetition and Mars SocietyOs
University Rover ChallengeEYURT is -am@&vavinner at the
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University Rover Challenge and placed first at the 2012 Canadian
Innovation Nation Robotics Competition.O YURT's credo is that Osolving
technological hurdiéganlay will lead to a better tomorrow.O Contact:
info@yuroverteam.comdrop by at Room 002 in Petrie Building
(basement level) to join.

The Women in Computer Science and EnginedhigC Sk

supports and prdae® women in Computer Science irand
Engineering. The objectiv&8iGSENclude: (i) providing a support
network for female computer science and engineering students; (ii)
implementing a mentoring program to assist them in the preparation of
applicatian for scholarships, bursaries and summer jobs, providing
guidance in career development and post graduate education; and (iii)
improving the "climate" for women and help student attraction and
retention. They can be contacted through their website
http://www.cse.yorku.ca/WiCSE/welcome.html

The Student Ombuds Service

The Student Ombuds Service (SOS) is -ad\psiag service
designed to help York students find unekatsity information that

they need. The SOS office is staffed with knowledge#dblel upper
students and serves as a resource centre and the tefiérrad

network, assisting students to find answers to any questions about York
University policies and procedures, giving general academic help, and
advice about University life. SOS resources include departmental mini
calendars, graduate and profedsgchool information, a tutor
registry, and a study group registry. The SOS office is located in 208
Bethune College dmakdropin hours between 10:00 a.m. and 4:00

p.m., Monday to Friday. No appointment is necessary. SOS can also be
reached on the whtip://www.yorku.ca/sos

Computer Facilities

Undergraduate students who are registered to EECS courses use the
Department of Electrical Engineering and Computer Science
undergraduate computing laboratoriesmajingy of students are

granted an authorised account through which they store or print their
course work related files, create personal or course web sites. Students
access the Unix or Windows workstations in the laboratories through
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scheduled sessiamsfirst come first serve basis. The accounts can
also be accessed remotely through the Internet via secure connection,
or from other designated laboratories on campus. Select laboratories
are equipped with printing facilities. First year enginiesits g s

a dedicated Computing Laboratory to learn about concepts of
computing within a heavily equipped experimentation environment.
Senior students use a variety of specialty laboratories. These include
the Generalized Signal Processing, the RigitakShe Wave and

Power Engineering, the Electronics, the Medical Devices, the Software
Engineering, the Networking and Computer Security, the Integrated
Signal Processing and Midtlia, and the Virtual Reality Laboratories.

I The Generalized Signal ¢dsing Laboratory incorporates
Robotics, Vision and Virtual Reality Laboratories. It consists of two
CRS robot arms, an autonomous mobile robot, workstations
equipped with multimedia hardware including monocular and stereo
video cameras and audio facillne Virtual Reality supports the
study of modern virtual reality systems with a variety of specialised
hardware displays and tracking devices including a large screen
passive stereoscopic display, Phantom Omni haptic devices,
immersive audio displayg tead mounted displays and a
number of magnetic and inertial motion tracking devices.

I The Digital and Embedded Systems Laboratory prowides hands
experience in digital logic design connecting discrete components
such as gates, flipps and registesn integrated circuit chips.
Students are also exposed to design on FPGA boards using
hardware description languages. It consists of Windows
workstations, embedded microcontroller boards, logic analysers,
oscilloscopes and other electronic test equgpnpeavide
students with harms experience on design and implementation
of digital and embedded systems.

I The Software Engineering Laboratory consists of a project meeting
area and a work area with Unix and Windows workstations
equipped with modern sdftwevelopment tools to provide
students experience with various phases of the software
development life cycle such as requirements, analysis and design,
implementation, testing, delivery, and maintenance.
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The Electronics Teaching Laboratory consists of state of the art
tools an@lectronic measurement equipment for physical systems
electronics applications (computing and digital communications
systems and applications such dsvielwcomponent design for
analog circuit, microwave circuit/device, semiconductor
device/sensor, electromagmetst)pport to electrical engineering
curriculum and provstedents a unique opportunity to gain
experience with more advanced equipment not only in a standard
classhased setting, but as part of their ownpaegetiearning
experience. The electronics teaching lab serves as a general
educational laboratory space for a large number of courses in
physical and systems electronics. It provides basic equipment for
theexecution of labs and projects which, feyeapmeurses are
augmented by the broader array of test and characterization
hardware available in the Analog Support Laboratory which includes
semiconductor devices and sensors, integrated circuits, signal
conditioners and instrumentation, electromagnetics and antennas,
electrepptics, analog communications and remote sensing and
outfit to support a broad range of operating signals (DC to 67 GHz,
nV to 60 V, pA to 10 A) andrteftods (timmsed, frequency

based, network parameters, linearity, noise, parametric) and Digital
Support Laboratory which provide resources for our students to
learn sophisticated concepts in theiryappe@ourses through
access to highch devices and to further apply thesesles

part of course or capstone projects or even their own
entrepreneurial pursuits. As a foundational topic for the field of
electrical engineering, the subject areas and hence the courses
supported by DSL are very broad and include digitagjiggic desi
embedded electronics, computer architecturssgeseaie
integration, interoéthings, digital and wireless communications.

The Medical Devices and Integrated Signal Processing Laboratory
consist of a number of advanced data acquisareiysisife

science research platform to provide signals and physiological
measurements and analysis of ECG, EEG, EGG, EMG, EOG etc.
The laboratory is complemented by inverted microscopes, MRI and
Ultrasound devices, electrochemical and electroplysiologica

devices for the support of medical devices courses. Laboratory is an
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advanced undergraduate laboratory offering the students a great
opportunity to design implement and test medical devices and
biological instrumentation. The support laboratorteid (gdca

the preparation of cellular and molecular biological samples and (2)
to the test and characterization of biological samgleslicicro
BIoMEMS devices taught to the undergraduate students. This
laboratory is dedicated to culture the neeifsrmalsmall animals

using avarietyof equipment including the incubators, refrigerators,
etc.

The Power Systems Teaching Laboratory (PSTL) serves as a
unique educational laboratory space for a large number of upper
year courses in power engineerthgerargy systems. This
laboratory will provide a great learning environment for students to
develop hanas skills and practical experience in various aspects
related to power systems engineering. Students will have the
opportunities to use the unigueerp measurement tools and
power system workstations to design, implement and test different
types of power circuits, electric machines, and to study the
behaviouof distributed power networks for renewable energy
applications.

The Networking and Coenp&ecurity Laboratory consists of
Windows workstations equipped with specialised software tools and
hardware equipment for networking and computer security courses.

The Attack Laboratory is an Insacessible, IP trafficlated,

virtual lab that aalls students to experiment with network
configuration, security vulnerabilities, and malware without the risk
of infecting the campus network. Students can have administrator
privileges and work on complex network topologies, something not
possible in aydical laboratory.

The Digital Media Laboratory consists of workstations equipped with
video capturing devices and software suites that are tailored to the
development of interactive, mediapplications. This includes
various compilers and develdperanronments (e.g., Java,
Python, Cycling 740s Max/MSP, Eclipse) as well sl video
image and audimanipulation suites. The laboratory is used for
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classroom instruction, tutorials, student work, and student
evaluation (lab tests).

All computelin the Department are connected to the campus network
backbone, providing access to all significant systems and services in
the University, as well as computers around the world via the Internet.
All laboratories have access points to provide tenglesadness
resources.

Computer Use Policy

Working in a laboratory environment requires cooperative behaviour
that does not harm other students by making any part of the
DepartmentOs computer systems unusable such as locking out
terminals, running peses that require lots of network traffic (such as
playing games on multiple terminals), or using the facilities to work on
tasks that are not related to course work. Essentially, all users of
common facilities need to ask themselves whether or not their
behaviour adversely affects other users of the facility and to refrain from
engaging in "adverse behaviour'. Good manners, moderation and
consideration for others are expected from all users. Adverse
behaviour includes such things as excessive ngge)goawore

space than appropriate, harassment of others, creating a hostile
environment and the displaying of graphics of questionable taste. Lab
monitors are authorised to ensure that no discomfort is caused by such
practices to any user.

The Departmepolicy on computer use prohibits attempting to break
into someone else's account, causing damage by invading the system
or abusing equipment, using electronic mail or file transfer of abusive or
offensive materials, or otherwise violating systenpsesagy
guidelines. As well, we expect you to follow Senate policies (please
follow the link on the related Senate Policy

http://www.yorku.ca/secretariat/policies/d@tuyprfdactument¥77

The Department computer system coordinator, in conjunction with the
Department and York Computing Services, will investigate any
suspected violation of these guidelines and will decide on appropriate
penalties. Users identified asingotaese guidelines may have to
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make monetary restitution and may have their computing privileges
suspended indefinitely. This could result in your being unable to
complete courses, and a change in your major.

Adverse behaviour may also violate WniReositcial and Federal

laws; for example duplication of copyrighted material and theft of
computer services are both criminal offences. In such cases the
University, Provincial or Federal authorities may act independently of
the Department. The pofieey be asked to investigate and
perpetrators may be liable for civil and/or criminal prosecution. The
Department does not assume any liability for damages caused by such
activities.

Awards

Unless otherwise stipulated, students in the Lassonde School of
Engineering are eligible for these awards. The Department maintains
plagues commemorating the achievement awards.

Computer Science Academic Achievement Award

Up to four cash awards are presented annually, one for each of the four
years of study, to Hondegree students who are majoring in any of

the programs offered by the Department and achieved the highest
cumulative standing. These awards are funded by contributions from
the Department and are the following:

¥ Marvin  Mandelbaum Academic Achievemeit &dextded
annually in recognition of outstanding academic achievement in 1st
year and enrolled in an Honours Degree program majoring in any of
the programs offered by the Department of Electrical Engineering and
Computer Science.

¥ Michael McNamee Académitevement Medal: awarded annually
in recognition of outstanding academic achievement in 2nd year and
enrolled in an Honours Degree program majoring in any of the
programs offered by the Department of Electrical Engineering and
Computer Science.

¥ Anthony Wlis Academic Achievement Medal: awarded annually in
recognition of outstanding academic achievement in 3rd year and
enrolled in an Honours Degree program majoring in any of the
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programs offered by the Department of Electrical Engineering and
Computer Sxice.

¥ James Mason Academic Achievement Medal: awarded annually in
recognition of outstanding academic achievement in 4th year and
enrolled in an Honours Degree program majoring in any of the
programs offered by the Department of Electrical Engineering and
Computer Science.

Other Awards

I Students in the Department are encouraged to apply for Summer
awards such as the NSERC Undergraduate Summer Research
Award. These awards pay students a salary over the summer while
they are working on a research projecthendapervision of a
faculty member. Normally students who have completed at least
their 2nd year may apply and typically a grade point average of at
least 7.00 (B+) is required. In addition, faculty members sometimes
employ undergraduate researchaassisver the summer period.

Such positions are only offered to the students in the Department
with the highest academic standing and demonstrated promise in
research and to a very small number of external applicants of
similar qualifications. For monéormation refer to:
http://eecs.lassonde.yorku.ca/activities/usra/

I There are many additional awards, bursaries and scholarships on
offer to fund your studies at the Lassonde School ahgngineer
For further details on these opportunities, please consult the
following  website: http://lassonde.yorku.ca/awandsries
scholarships

Awards Administered by Student Finan@ali€es

The awards listed below highlight a sampling of those available to
students in the Lassonde School of Engineering. Students are
encouraged to consult the Student Financial ServicesO website
(http:Bfs.yorku.ca/scholarshifm’ a comprehensive list of available
scholarships, bursaries and awards. Specific details regarding eligibility,
criteria and the application process are also available on the website.
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I CGI Awardb available to undergraduatdests majoring in
computer science or information technology who have a minimum
cumulative grade point average of 6.00 (B).

I Charma Mordido Figuracion BuBsawarded annually to a
female computer science major.

I GM Bursary for Undergraduate StudentapuatéCoSciend?
available to wundergraduate students in computer science,
administered by Student Financial Services.

I Hany Salama BursBxy cross$-aculty bursary available to ITEC,
MATH and EECS students who have completed a minimum of 30
credits.

I MaryStevens Memorial Bur&aybursary awarded to a mature
student (21 years or older) majoring in computer science that has
recently completed 24 credits at York University and maintained a
5.00 (C+) or higher average.

I Sally Murray Findley Memorial SbiplBra crosd-aculty
scholarship available to ITEC, MATH and EECS students who have
completed at least 48 credits including at least 18 credits in the
major with a minimum GHAQ0 (B+).

Academic Policies

Advising
GeneraAcademic advising is available on an individualtiasis
Lassonde Studevielcome anB8upportCentre in 105 Bergeron
Centre for Engineering Excell@C&E) Individual advising is
available to students in order to discuss academic issues such as
recommended mathematical skills, theoretical versus applications
oriented courses, areas of spetda, graduate studies and career
paths, course choice, assistance with degree program checklists and
requirement§pecialised Advising regarding tthegsee programs
offered by EECS is availalifeeihassonde Buildliid 2MThisin
department advisingay involve discussion and 4{gtiown
unfavourabl@éegreeaudis received by students ftbenRegistrarOs
Office special permissions, as welbhsration on actions taken by
the department (approvals for major/degree/Faculty transfers, results of
the Waiting List exercise, results of the preragdisegsrcise)
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It is ultimately the responsibility of each student to ensure that they
meet dldegree requirement aspects at the Department (major or minor
requirementsg¢velas well as at theome Faculty (i.e., Lassonde
Schoolof Engineeripgnd Degree levélgVritteninformation and
program checklists are provided to assigntsin maiag
appropriate choices. It is recommendsiideatsake advantage

of advising opportunitieeteiveanswes toany questiortiseymay

have

Individual advising appointnentseet with the undergraduate Vice
Chairsare made through thedergraduate Officg@cse.yorku,ca
Tel: (416) 73334).

Academic Honesty

The University Senate,Lthesonde Schaafl Engineering and the
Department have policies on academic honesty and their enforcement
is talken very seriously. Academic honesty is essentially giving credit
where credit is due. When a student submits a piece of work it is
expected that all unquoted and unacknowledged ideas (except for
common knowledge) and text are original to the student.
Una&nowledged and unquoted text, diagrams, etc., which are not
original to the student, and which the student presents as their own
work isacademic dishonesthe deliberate presentation of part of
another student's program text or other work as yotlmootvn wi
acknowledgment is academically dishonest, andhersiedent

liable to the disciplinary procedures instiGdedtey

The above statement does not imply that students must work, study
and learn in isolation. The Department encouragssstwdent

study and learn together, and to use the work of others as found in
books, journal articles, electronic news and private conversations. In
fact, most pieces of work are enhanced when relevant outside material
is introduced. Thieculty membeggpect to see quotes, references

and citations to the work of others. This shows the student is seeking
out knowledge, integrating it with their work, and perhaps more

3 The BSc and BA degrees follow university-wide standards.

3z



significantly, reducing some of the drudgery in producing a piece of
work.

As long aappropriate citation and notice is gfiv@ents cannot be
accused of academic dishonesty.

A piece of work, however, may receive a low grade because it does not
contain a sufficient amount of original work. In each course, instructors
describe their expetions regarding cooperative work and define the
boundary of what is acceptable cooperation and what is unacceptable.
When in doylitis the studentOs responsibility to seek clarification from
the instructor. Instructors evaluate each piece dah&odantaxt of

their course and given instructions.

You should refer to the appropriate sections of the York University

Undergraduate Calerfdgy://calendars.reqistrar.yorengt&enate

policies
http://www.yorku.ca/secretariat/policies/document.php?docume

nt=69

for further information and the penalties when academic dishonesty

occurs.

Concerns about Fairness

The Departmes faculty members are committed to treating all
students fairly, professionally, and without discriminatien on non
academic grounds including a studentOs race or sex. Students who
have concerns about fair treatment are encouraged to discuss the
mattefvith their instructor or the caoxelinator, if applicable (e.g.,
EECS1520 3.00)If this is not possible or does not resolve the
problem, the matter should be brought to the attention of the
Undergraduate Director, and if necessary, the DepaitmientaCh
departmental response.

Moving to New Program RequirementdNemdPrerequisites

Computer Science and Engineering disciplines constantly respond and
adapt to technological and theoretical progress. To ensure that our
students graduate with cudegree programs that are informed by

the latest advances in the field, the Department has determined the
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following principles governing the applicability of new degree
requirements for Computer Science programs:

I'If you have been taking courses in consecutive years, then the
starting year in a computer science (computer security, digital media)
major is the year in which you take your filSEQ&pourses a
Computer Science (or Competauri§ obigitalMedia) major
This yeanormallgoincides with the year you were admitted into the
programunless you delayed taking major coufsgsu have a
break of three or more consecutive terms in yobifostydies
have changed your proljiiran youstarting/earis redefinetb
be the year in which you start takingel@jScourses once you
come backrespectively, the year in which you changed your
programSince most Senate approved degree program regulations
become effective in the fall term folleeuirapproval, your starting
year is the current academic year if you start in the fall, winter, or the
immediately following summer.t&onsexample: starting in fall
2001 you follow the 20RJrogram requirements; starting in winter
2002 or summe&@2 you also follow the Z®I1program
requirements.

I'If program requirements change but you did neitheave
interruptiom your studi®r program chanbighen you may
continue with your studies using the program requirements in effect in
your startinyear. In this case the degree checklists in this calendar
may not apply to you. You should use the degree checklists
applicable to your starting Year may find these at this link:

http://eecs.lassonde.yorku.ca/cstueentgundergrads
courses/eessipplementahlendars/

I If program requirements change you may elect to graduate under the
new requiremeriighat is, those in effect in ther wé your
graduatidtibut you must meet all of them. You are not permitted to
mix and match old and new requirements, or to pick and choose from
among various requirements that were in effect between your starting
year and graduation year.

I Changes iprerequisitesto courses or to groups of coursestare
changes in degree requirements,apply to all students
regardless of their year of entry oengry to the progranin
fact being OcodrasedO rather than OdeagedO requirements,
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prerequisitesapply to majors and nanajors alike Prerequisite
changesormallyare effective starting with the term immediately
following their approvaly Faculty Council

Appeal Procedures

The Department expects a student's disagreement with an evaluation of
an item of course work (e.g., final examination, assignment report,
class test, oral presentation, laboratory presentation, class
participation) to be settled with the instructor informally, amicably and
expeditiously.

If however a formal appeal becomesargcdse to lack of an
informal settlement, then there are distinct procedures to follow for term
work on one hand and for final examinations and final grades on the
other. Of necessity, a formal appeal must involve only written work.

Term Work

An appeadgainst a grade assigned to an item of term work must be
made to the instructathin 14 days of the grade being made
available to the class.

In the case of a mséictioned course (where the instructor is not the
course director), a second appediamagde to the course director
within 14 days of the decision of the instructor.

If a student feels that their work has not been fairly reappraised by the
course director, then they may appeal for a reappraisal by the
Departmental petitions committedn aSeguest is made in writing

using the appropriate form obtained from the Undergraduate Office.
The request must be madhin 14 days of the decision of the

course director.

Final Exams and Final Grades

An appeal for reappraisal of a final grade mMmagte in writing on a

the appropriate Departmental form, obtained from the Undergraduate
Officewithin 21 days of receiving notification of the grade or by

the date set bthe RegistrarOs Office

For more details on the UniversityOs reappraisal policies see
http://www.registrar.yorku.ca/grades/reappraisal/
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The Departmental petitions committee will discuss the appeal with the
coursalirector to ensure that no grade computation, clerical or similar
errors have been made. If such an error is discovered, a correction will
be made and the student and the Registrar's Office will be notified.

If a final examination is to be reapprasedh¢h Departmental
petitions committee will select a second reader for the examination
paper. The petitions committee will consider the report of the second
reader and recommend a final grade, which maythe kamee, or
highethan the original dga The student will receive the report of the
petitions commitiaenritingnd the Registrar's Office will be informed

of any grade change. The decision of the Department Petitions
Committee caanly be appealed on procedural gréantte
Petition€ommittee of the Faculty.

Grading System

Grading at York University is done on a letter scale. See
http://www.yorku.ca/secretariat/policies/document.php?document=87

The fdbwing table shows the grading scale used. The number in
parenthesis is the grade point that is used to determine the grade point
average. The grade point average is a credit weighted average of all
relevant courses.

I A+. 9. Exceptional Thorough knowled@f concepts and/or
techniques and exceptional skill or great originality in the use of those
concepts, techniques in satisfying the requirements of an assignment
or course.

I A.8. ExcellentThorough knowledge of concepts and/or techniques
with a high degree of skill and/or some elements of originality in
satisfying the requirements of an assignment or course.

I B+. 7. Very Good.Thorough knowledge of concepts and/or
techniques with a fairhhilegree of skill in the use of those
concepts, techniques in satisfying the requirements of an assignment
or course.

I B.6.Good.Good level of knowledge of concepts and/or techniques
together with considerable skill in using them to satisfy the
requirenm@s of an assignment or course.
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I C+.5.CompetentAcceptable level of knowledge of concepts and/or
techniques together with considerable skill in using them to satisfy the
requirements of an assignment or course.

I C.4. Fairly CompetenfAcceptable levelkabwledge of concepts
and/or techniques together with some skill in using them to satisfy the
requirements of an assignment or course.

I D+.3. Passing.Slightly better than minimal knowledge of required
concepts and/or techniques together with sortee Legaliiyem in
satisfying the requirements of an assignment or course.

I D. 2. Barely PassingMinimum knowledge of concepts and/or
techniques needed to satisfy the requirements of an assignment or
course.

I E.1.Marginally Failing

I F.O.Failing

CourseLffered by the Department

Prerequisites

Almost all courses have prerequisites. These are carefully considered
in order to provide accurate information to students about what
backgrountheyneed to have before taking the course.

Prerequisites aenforcedn every termia a prerequisiteida

process undertaken by the Undergraduatdn@émendently of

their major sudentswho aredentified during thedit asbeing

enrolled IEECS coursdsr which they do not meet the prerequisite

will bedeenrolled and notified by ek prerequisiiditing

process starts as early as possible after the start of each term and,
depending on Undergraduate Office workload, may continue up to the
end of the sixth week of the term.

Prerequisites may udel both specific courses and, &00&

3000 and 400{eves, also theequirement of a cumulative GPA of

4.5 or higher computed over BECSmajor courses OGeneral
PrerequisitesO is a term used to describe prerequisites that apply to
(almost) ewecourse at a particular level.

Associated Course Fees
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All courses have an associated fee of $10.00, with the following
exceptions: The courses associated vRitofdrssion&xperience
Program, nameBECS900 0.Q EECS8980 0.0andFA/DATT3929
0.00have a fee of $475.00.

The cost of these fegseviewed from year to year and adjusted
accordingly.

Course Weights

Courses normally meet for three class heegk #or one term

(these are-&editcourses whose numbers end in "3.00"). Some
courses have required supervise@vabsveek (e.gEEC3011

3.00 andEEC3®2 3.00). Catalogue numbers are assigned to the
labs rather than the lectures and studente Registration and
Enrolment ModulBEM) to enrol by selecting an appropriate lab.
Other courses have a similar registration system and lab requirements,
but the associated labs are of sufficient duration per week to entail a
4.®-credit weight for the course EEE 2021, 802 3201and all

36xx and 46xx courbasea 4.00credit weightSome of the 3.00
creditourses at the 2000 and 3000 levels have optionathieorials

some others have mandatory tutévidt&CScaurses put heavy
demands on the studentOs time by requiring the completion of take
home assignments or projects.

Service Courses

Ths nomenclature applies to courses that the department mounts for
the degree program needs of other majors, e.g., Madimeimatics
Statistics, Psychology)oBiyy Physics, Chemistry, etc. We identify
such courses kassigning themsacond digit 5 (e.g. 1520, 1530,

154, 1541, 1550, 1560, 1570,)2%60&se can be taken as electives

in the major programs offered by the depautmenhas major
EECScreditd. The grades from such coursesi@rancluded in
calculating th€®EECSyrade point averéythat the general
prerequisites speak of (see above under the OprerequisitesO heading).

4 There is an exception to this: The 2013 EE cohort was required to take EECS 1541 3.00 and as a
result, for this cohort only, we count this course as a major course and include the grade obtained
in the computation of the EECS gpa.
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Course Descriptions: 10D8vel

Note A corma or a semicolon in a prerequigtesighonymous

with &ndD.

EECSL001 1.00 Research Directions in Computing

Computer Science is an exciting ancamgdey discipline, many of
whose topics will not be introduced in any technical depth until upper
year courses (if at all). This course consists of a set of invited lectures

by researchers in the department and a set of other organised events
that will introduce the students to the breadth of computer science.

The course is organised around a deinegenl talks by individual
researchers and research groups, as well as a number of laboratory
tours and other events that will introduce students to specific research
directions in computer science, issues related to professionalism and
professional seties, and opportunities to become engaged in different
research and technical groups and events related to computer science.

Formally, the cousmnsist®f 12 ondour lectures spread over two

terms. The first lecture will be organizational i h&ta@aining

11 lecturesare comprised ahvited lectures by researchers (or
research groups) in computer science, representatives of specific
interest groups associated with computer science (e.g., Engineers
Without Borders, Canadian InformatiorsifgpSesiety, etc.), work
study/internship/student exchange programs, and representatives of
volunteer/other organizations that seek out technically literate students
as volunteers.

In addition to these 12 folewsiiresa set of other extracurricular
events will be organised including research lab tours, visits to local
industrial sites (e.g., IBM), special lectures directed at specific technical
problems often encountered by students (e.g., running LINUX at home),
etc.

This course is offered on afpddsasis only



Note Computer Science and Computer Security Majors are expected to
complete this course in their first year of study.

EECS 1011 3.00 Computational Thinking through Mechatronics

The objectivesthfs coursare threefold: providingsh éxposure to
procedural programming, teaching students a set of soft computing
skills (such as reasoning about algorithms, tracing prograues, test
development), and demonstrating how computers are used in a variety
of engineering disciplinaessdsproblentbasedpedagogy to expose

the underlying concepts and an experiential laboratory to implement
them. An integrated computing environment (such as MATLAB) is used
so that students can pick up key programming concega$s (such
variables and cohftow) without being exposed to complex or abstract
constructs. The problems are clmsensultation with the various
engineering disciplines in the Faculty with a view of exposing how
computing is used in these disciplindscflines (two hours kige
aresupplementdxyathreehour weekly lab.

Learning Outcomes for the course

I Use a set of soft computing skills such as reasoning about
algorithms, tracing programs, andritest development for
programming applications.

I Explain and apply thed&mental constructs in procedural
programming, including variables and expressions, control
structures (conditionals/loops), and documentation.

I Write simple programs using functions defiikxin m

I Use the comapng environment to implesmandate $ected
applications from science, math, and engineering

Prerequisiteblone
Course Credit ExcluskdBBECS1541 3.00

5 Two courses are OCourse Credit Exchrs@BEDthey have such degree of overlap that they cannot
both count for credit. By Senate policy it is the chrontlaitadiyhv2o that counts, theflfugyed

ONCRO (no creined)CCE doesotimply that one course is acceptable in lieu of the other in degree
requirements.
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EECS 1012 3.0aroduction to Computing: A Mentric
Approach

The objectivesEECSL012 are threefold: providing a first exposure to
evendriven programming, teaching students a set of computing skills
(including reasoning about algorithms, tracing progidnasn test
development, unit testing), and providing an introduction to computing
within a mobile, 4sentric context. It upesblenrbased approach to

expose the underlying concepts and an experiential laboratory to
implement them. A mature mobile software infrastructure (such as
HTML, CSS, and JavaScript) is used so that students can pick up key
programming concepts (such réabls and control flow) within a
cliensserver context without being bogged down in complex or abstract
constructs. Laboratory exercises expose students to a range of real
world problems with a view of motivating computational thinking and
grounding thmaterial covered in lectlitee lectures (two hours
weekly) are supplemented by ahthweeveekly lab.

Learning Outcomes for the course

I Use a set of computing skills such as reasoning about algorithms,
tracing programs, {##isven development, diaginosing faults.

I Explain and apply fundamental constructs Hriveent
programs, including variables and expressions, control structures
(conditionals/loops), and API usage.

I Write simple programs using a given software infrastructure, API,
and tool @n.

I Gain exposure to -pehtric computing, cigarter
applications, and simple relational database use.

I Become familiar with the notion of syntax, both for programs and
documents, and the principle of separation of concerns.

Prerequisite®ne of ()(3) below must be met:
(1) (New high school curriculdm4U Math coursgtha
gradeof at least5Pyo;
(2) Completion of 6.00 credits from York University MATH courses
(not including courses with second digit 5) with a grade point
average of 5.00 (C+) aebetver these credits;
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(3) Completion 6f00 credifsom York University mathematics
courses whose second digit is 5, with an average grade not
below 7.00 (B+).

Course Credit Exclusisd®ITEC3020 3.00, SC/CSE2041 3.00,
LE/SC/CSE2041 4.00, LE/RBLISA0.

EECSL019 3.00 Discrete Mathematics for Computer Science
(Crosslisted with MATH 1019 3.00)

Introduction to abstraction; use and development of precise formulations
of mathematical ideas; informal introduction to logic; introduction to
nasve set theory; induction; relations and funci@nsotaimn;

recursive definitions, recurrence elatidntheir solutions; graphs

and trees.

PrerequisitesSCMATH1190 3.00, two 4U courses including
MHF4U (Advanced Functions)

Course Credit ExclusiddG/MATH2320 3.00, LE/EECS1028 3.00,

SC/MATHD28 3.00

EECS 1021 3.Gbject Oriented Programming fidemsors to
Actuators

The objective of this course is to introduce computatioN&d thinking
procesdased approdgto problem solving. It uses a prdizsead

pedagogy to expose the underlying concepts and an experiential
laboratory to implement thenprélgeamming language is chosen so

that it is widely used in a variety of applicationsoiseol¢elind

is of industrial strengtvélis an example of such a language). The
problems are chosen in order to expose abstract programming concepts
by inmersing them in relevant and engaging applications. The
experiential laboratory is based on sensors and actuators that connect
to a computer. The problems are ¢hosaesultation with the various
engineering disciplines in the Faculty with a vievsimd &
computing is used in these disciplines

The lab hardware is chosen so that it can interface with a variety of
languages (including MATLAB and Java

Learning Outcomes for the course
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I Demonstrate the ability to test and debug a given program and
reason about its correctness.

I Given a problem specification and a suitable API, build an
application that meets the given requirement.

I Use readgnade collections to solve problems involving
aggregations of typed data.

I Build an evedtiven application tlantrols sensors and
actuators in order to connect events to physical actions.

I Program common applications from a variety of engineering
disciplines using an object oriented language and solve them on
the computer.

PrerequisitesE/EEC8)11 3.00

CourseCredit Exclusionse/EECSI?2 3.00LE/EEC8)20 3.00,
LE/CSE020 3.0AK/AS/SC/CSE1020 3.00, API6TIBC.00

EECS 1022 3.Bdogramming for Mobile Computing

This course provides a first exposure tepradpeet programming

and enhances student utaledsng of key computing skills such as
reasoning about algorithms, designing user interfaces, and working with
software tools. It uses probblsed approach to expose the
underlying concepts and an experiential laboratory to implement them.
A mature mdbisoftware infrastructure (such as Java and the Android
programming environment) is used to expose and provide context to the
underlying ideas. Laboratory exercises expose students to a range of
realworld problems with a view of motivating comphiakomgal

and grounding the material covered in.lectures

Learning Outcomes for the course:

¥ Understand software development within aoriebject
framework using a modern programming language and tool set

¥ Use a set of computing skills such as gaaboint
algorithms, tracing programsdrigenh development, and
diagnosing faults

¥ Explain and apply fundamental constructs idriexent
programs, including variables and expressions, control
structures (conditionals/loops), and ARl usage
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¥ Write sinlp programs using a given software infrastructure,
API, and tool chain

¥ Gain exposure to a comprehensive mobile computing
framework

¥ Gain exposure to user interface design

PrerequisitesE/EEC8)12 3.00

Course Credit Exclusidris/EECS1021 3.00, LEFEER20 3.00,
LE/CSE020 3.0AK/AS/SC/CSE1020 3.00, API6TIBC.00

EECS 1028.00Discrete Mathematics for Engineers
(Crosslisted with MATH1028 3.00)

Introduction to abstraction; use and development of precise formulations
of mathematical ideas, in particular as they apply to engineering;
introduction to propositional logic and application to switching circuits;
sets, relations and functions; prethggdeand proof techniques;
induction with applications to program correctness; basic counting
techniques; graphs and trees with applications; automata and
applicationsMeeklythreehourlectures and two hours of mandatory
tutorials per week.

LearningOutcomes for the course

I Proveor disprovany propositional fornaglahe case requires
using truth tables or syntactic proof techniques such as
resolution.

I Prove or disprove as the case may be simple formulas in
quantified logic.

I Translate English neatlatical statements into predicate logic
formulas.

I Prove simple mathematical statements by contradiction, by
cases, or by assuming the antecedent.

I Prove by induction statembatsdepend on a natural number;
in particular: Prove the correctness of@pgprograms and
simple recursive programs.

I Prove statements about inductively ddfjeets by structural
inductionniparticular: Prove the correstoesimple recursive
programs
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I Be able to reason about graphs and (binary) trees and use them
in ®veral examples.g., dmonstrate aability to locatbe
fundamental cycles of an electrical circuit

I Be able to show simple properties of trees (examples: relation
between number of nodes and edges; relation between number of
nodes and height)

I Construcautomata that can recognize in a text its OarbitraryO
words and its specific OkeywordsO the latter according to a given
list (corresponding to the action of a Osvadiudsid a
compilgr

I Construct simple automata to assess the correctness of simple
cancurrent programs.

PrerequisitestHF4U and MCV4U

Course Credit Exclusidrs/EECH)19 3.0LE/SC/CSE1019 3.0,
SC/MATH1019 3.00, SC/MB82%13.00

EECSL520 3.00 Computer Use: Fundamentals

This course is appropriate for students who are not majoring in
Computer Science or Computer Engineering, but who would like an
introduction to the use of the computer as aquiobigniool. No

previous computing experience is assumed, but the course does involve
extensive practical work with computers, so ligmeittagroblem

solving and symbolic operations will be very helpful.

An introduction to the use of computers focusing on concepts of
computer technology amginizatiaimardware and software), and the
use of applications and information retris¥af fmoblem solving.

Topics to be studied include: the development of information
technology and its current trends; analysis of problems for solution by
computers, report generation, file processing; spreadsheets; database;
numeric and symboétculation; the functions of an operating system;
interactive programs.

Students should be aware that like many other computer courses, this
course is demanding in terms of time, and should not be added to an
already heavy load. There is scheduledsemeduled time in the

Glade laboratory. The course is not appropriate for students who want
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more than an elementary knowledge of computicgnaadbid
used as a substitute fmjor EECS courses such as EECS1012,
EECS102and EECS1022

PrerequisitefNone

NCR NoteNo credit will be retained if this course is taken after the
successful completion of or simultaneoudl/BECS1020 3.00,
LE/CSE1020 3.00, AK/AS/SC/CSE1020 3.00, LE/EECS1021 3.00,
LE/EECS1022 3.00

Note This course counts as igkectredits towards satisfying Faculty
degree requirements but does not conajoasreditn any of the
EECS programs

EECSL530 3.00 Computer Use: Programming

Concepts of computer systems and techNolegy software
engineering, algorithms, pmograg languages and theory of
computation are discussed. Practical work focuses on problem solving
using a higevel programming language. The course requires
extensive laboratory work.

Note This course is designed for students wbtnamring in gn

one of the EECS progradwmvever, those who wish to majarhin

a prograraut lack programming background may use it as preparation.
This course does not count as a majanaagiprogram offered by
EECS

Prerequisiteslone

Course CrediExclusionsLE/CSE1530 3.00, AK/AS/SC/CSE1530
3.00, LE/EECS1540 3.00, LE/CSE1540 3.00, AK/AS/SC/CSE1540 3.00

NCR Notdayo credit will be retained if this course is taken after the
successful completion of or simultaneousk/EEES1020 3.00 or
LE/SC/CEL020 3.00 or LE/EECS1021 310B/BECS1022 3.00 or
AP/ITET620 3.00

EECSL540 3.00 Computer Use for the Natural Sciences

Introduction to problem solving using computgyrsdown and
modular design; implementation in a procedural programming language
N control structures, data structures, subprograms; application to
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simple numerical methods, modelling and simulation in the sciences;
use of library subprograms. This course is intended for students in the
Faculty of Science and students in the BAMgipl@ogram.

Prerequisite®one.

Course Credit ExclusionB/CSE1540 3.00, AK/AS/SC/CSE1540
3.00, LE/EECS1530 3.00, LE/CSE1530 3.00, AK/AS/SC/CSE1530 3.00

NCR Notdayo credit will be retained if this course is taken after the
successful completioroiokimultaneously Wi EECS1020 3.00,
LE/SC/CSE1020 3.00 or LE/EECS1021 3.00 or LE/EECS1022 3.00 or
AP/ITEC 1620 3.00

EECSL541 3.00 Introduction to Computing for the Physical
Sciences

This course introduces students to cdmagetkrproblem solving
techniques that can be used to approach problems in the physical
sciences, such as answering questions that require numerical
computation, as well as basic analysis of experimental data sets and
simple statistical simulations.

PrerequisiteSC/MATH)133.00 or equivalent.

Corequisites SC/PHYS1010 6.00 or SC/PHYS®IO0 or
SC/PHYS1420 6.00; SAdMATH 1021 3.00 or SC/MATH 1025 3.00

Course Credit ExclusionBEECS1560 3.00, LE/SC/CSE1560 3.00,
LE/EECS1570 3.00, LE/SC/CSE1570 3.00

EECSL550 3.00htroduction to Web Developmémit offered
2017/2018)

This is @ introduction to the development of interactive web
applications. Topics include Hyper Text Markup Language (HTML),
which is the language used to create web pages, Cascading Style
Sheets (CSSyhich is used to specify the visual styte dsgilay

web pages, and Java@®, which is a programming language used to
create dynamic and interactive web pages.

Learning Outcomes for the course:
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I Create web pages using Hyper Text Markup Lé#pMage
and Cascading Style Sheets (CSS)

I UseJavaScrifb create interactive web pages

I Use thénterneto find and make use of information related to the
course topics

Prerequisiteslone

NCR NoteVo credit will be retained if this course is takére aft
successful completion of, or simultaneousk/BEGS 1012 3.00,
GL/ITEC 2635 3.00 or AP/ITEC3020 3.00

EECSL560 3.00 Introduction@omputing foMath and Statistics

This course introduces students to cdmagetkrproblem solving
techniguefiat can be used to approach problems in Mathematics and
Statistics using the MATLAB programming language. Through a
combination of lectures and laboratory sessions, students become
familiar with a scientific computing environment that combines numeric
compitation, data handling, -l@gél programming, graphics, and a
variety of visualization tools.

PrerequisiteSOMATH300 3.00

Co requisiteSC/MATH1310 3.(BC/MATH1131 3@0SC/MATH

2030 3.00

Course Credit ExclusiiSEECS1541 3.QE/SC/CSE1541 3.00,
LE/EECS1570 3.00, LE/SC/CSE1570 3.00

NCR Notdayo credit will be retained if this course is taken after the
successful completiomogimultaneously with SC/RBIX53.00

EECSL570 3.00 Introduction to Computing for Psychology

Thiscourse introduces students to cotbaséel problem solving
techniques that can be used to approach problems in Psychology such
as the design of stimuésponse experiments and the capture and
simple analysis of data from a variety of experimerital Toaite
analysis of data will mainly focus on data management such as how to
deal with files that come in different formats, how to make new
variables, how to make subsets of files, how to combine files, how to ftp
files, etc. Through a combinationtwfete@nd weekly exercises
students learn the basic concepts of computer programming with
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application to such a domain. In addition-tteath iimcus on one
programming environment the course provides an overview of a range
of other experimental enviemts used in Psychology including brief
exposure to a statistical analysis package. This brief exposure will not
go beyond very basic descriptive statistics and creation of graphs.

Faculty from the Department of Psychology will participate in developing
domairspecific lab Exercises. The course is aldlasadeourse (3

hours per week) with an extensive component of weekly exercises
through which student Olearn by doingO.

Prerequisit&CMATH1505 6.00
Course Credit ExclusiohEEECS1541 3.00, LHES1560 3.00,
LE/SC/CSE1541 3.00, LE/SC/CSE1560 3.00

EECSL710 3.00 Programming for Digital Media

The course lays the conceptual foundation for the development and
implementation of Digital Media artefacts and introduces some of the
core concepts of Dightedia, including the computing and cultural
layers of media, and the notion of cultural logic (Media Theory). Topics
include programming constructs, data types and control structures; the
object oriented concepts of modularity and encapsulation;ohtegrat
sound, video, and other media; networking constructs (HTTP
connections); and the interrelationships among languages such as
Processing, Java, and other Digital Media tools (such as Macromedia
Director and Python).

This course is an introductitretmterdisciplinary area of practice of

New Media; it is not a survey course. As such, the emphasis is on the
development of a theoretical conceptual foundation and the acquisition
of the intellectual and practical skills required for further tbeurses i
Digital Media program, and thus is intended for prospective majors in
this program. It is not intended for those who seek a quick exposure to
Digital Media, or Digital Media applications or programming.

Prerequisitestone.
Course Credit ExclusidriisfEECS1530 3.00, LE/SC/CSE1530 3.00,
AP/ITEC1620 3.00



NCR Notdayo credit will be retained if this course is taken after the
successful completion of, or simultaneously with
LE/EECS10ZL00 or LE/EECS1022 3.00 or LE/EECS1020
3.00 or LE/SC/CSE1020 3.00

EECSL720 3.00 Building Interactive Systems

This course continues an introduction to computer programming within
the context of image, sound and interaction, subsEFGRT 20

3.00. The studentOs foundation in basic programming will serve as a
platfam from which to explore the use of diverse media within
interactive systems, including the WWW and simple game systems.

PrerequisitesE/EECS710 3.00

Course Credit ExclusidrisfEECS1020 3.00, LE/SC/CSE1020 3.00,
LE/EECS1021 3.00, LE/EECS1022 3l08CAB20 @,

AP/ITEC1630 6.0

General Prerequisites

The ternGBeneral Prerequisit®$or all EECS courses &vels
2000D4000s defined as

I Acumulative grade point average of 4.50 or bettgrevieually
completédviajof EECScourses. The gpa computaticludesll
EECS coursé¢hat have a second digitrare COp/PEP courses

Specifiadditiongdrerequisites may also apply to individual courses.

Not all EECS courses have a gegmeraquisite. For example,
EECS8482 3.00 does not. Students are encouraged to familiarise
themselves with the prerequisigeiofcoursihey are interested in
enrolling, either in this publication oradiwaheed course seanch
YorkUniversiy®Search for Courseagesdr current students

6 “Completed” means that the course appears on your transcript, whether passedor failed
and is not flagged NCR (No Credit Retained).

7 “Major ”: Even though EECS courses: 1019, 1028, 4161 may appear in your transcript as
MATH courses they contribute to the computation of the gpa. Similarly EECS3121 and
EECS3122 contribute even if they appear as MATH3241 and MATH3242 respectively.
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The department does not permit students to continue without the
prerequisites in angECS majarourse

Normally a maximloadof three EECS courses may be taken in any
one of the fall or winter terms (two during the summenydawelat a
higher than 1000 provided that prerequisites BEEN@etajors are
allowed four and three courses respectively.

Course Descriptions: 20D8vel

EECS001 3.00 Introduction to the Theory of Computation

The course introduces different theéaradbels of computers and
studies their capabilities and thelofetitations. Topics covered
includdinite automata and regular expressions; practical applications,
e.g., text editorBushdown automata and cefingextgrammars;
practical applicaiso e.g., parsing and compders Turing machines

as a general model of computers, introduction to unsolvability, the
halting problem.

Learning Outcomes for the course

I Design machines (i.e., finite automata, Turing machines) to solve
specified decisiproblems

I Design regular expressions and eoe¢exgrammars for a
given language

I Explain why an object designed in bullets (1) or (2) correctly
meets its specification

I Prove simple properties about models of computation (e.g., that
the class of regulanguages is closed under complement)

I Demonstrate limits of computing by proving that a problem is not
solvable within a particular model of computation

I Show how one problembsarduced to another

Prerequisites:General prerequisite$;E/EECS2Q 3.00 or
LE/EECE)22 3.00 or LE/EECS1720 3.00 or LE/EECS1030 3.00
LE/EECS1028 3.00 or SC/MATH1028 BEXEBECS1019 3.00 or
SC/MATH1019 3.00

EEC2011 3.00 Fundamentals of Data Structures

This course discusses the fundamental data structures cothmonly use
in the design of algorithms. At the end of this course, students will know
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the classical data structures, and master the use of abstraction,
specification and program construction using modules. Furthermore,
students will be able to apply thesefédis/ely in the design and
implementation of algorithms.

Learning Outcomes for the course

I Instantiate a range of standard abstract data types (ADT) as data
structures

I Implement these data structmesassociated operations and
check that they satigfe properties of the ADT

I Apply best practice softwageneering principles in the design
of new data structures

I Demonstrate the ability to reason about data structures using
contracts, assertions, and invariants

I Analyse the asymptotictimas oftandard operations for a
broad range of common data structures

I Select the most appropdata suctures for novel applications.

Prerequisite&eneral prerequisitds/EECS1030 3.00 or
LE/EECS2030 3.00; LE/EECS1028 3.00 or SC/MATH1028 3.00 or
LE/EECS1019 3.00 or SC/MATH1019 3.00

EECS021 4.00 Computer Organization

This course provides a description of how computers work by following
the abstraction trail from theldwghprogramming layer down to the
digitalogic component layer. By uateliag how the features of

each abstraction layer are implemented in the one beneath it, one can
grasp the tapestry of the software/hardware interface.

Topics include programming in assembly language, machine
instructions and their encoding formatstit@rend loading high

level programs, computer organization and performance issues, CPU
structure, single/mytle datapath and control, pipelining, and
memory hierarchy. The course presents theoretical concepts as well as
concrete implementations imodern RISC processor.

Learning Outcomes for the course
I Translate higbvel code to assembly language and machine
code
I Represent data in machine readable form and describe how it is
stored and manipulated in a CPU.
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I Synthesize hardware of increasmgesaty from logic gates to
a simple CPU using a Hardware Description Language

I Evaluate computer performance and compare performance on
different architectures and designs

I Describe and critique 1/0 and Parallel Hardware

Prerequisites:General preregtes LE/EECS1021 3.00 or
LE/EECS1022 3.00 or LE/EECS1720 3.00 or LB(EEQ®10

EECS 2030 3.0tdvanced Object Oriented Programming

This course continues the sepavationcern theme introduced in its
predecessorsEECS1720,EECS1021and EECS1022While
EECS10R102Zocuses on the client concern, this course focuses on
the concern of the implementer. Hence, rather than using an API
(Application Programming Interface) to build an application, the student
is asked to implement a given API. Tdpds implementing classes
(utilities/neutilities, delegation within the class definition,
documentation and APl generation, and implementing contracts),
aggregations (implementing aggregates versus compositions and
implementing collections), inheritaa@chies (attribute visibility,
overriding methods, abstract classes versus interfaces, inner classes);
generics; building graphical user interfaces with an emphasis on the
MVC (Mod¥liewController) design pattern; recursion; searching and
sorting (oluding quick and merge sorts); linked lists; and stacks and
gueues. The coverage also includes a few designTpatieghsut

the course an IDE (Integrated Development Environment), such as
eclipse, and a testing framework, such as JUnit, are used.

Leaning Outcomes for the course
I Implement an API (Application Programming Interface).
I Test the implementation.
I Document the implementation.
I Implement aggregations and compositions.
I Implement inheritance.
I Use recursion.
I Implement linked lists.
I (Informallyprove that recursive algorithms are correct and
terminate.
I (Informallynalysé¢he running time of (recursive) algorithms.
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Prerequisites:General prerequisite$;E/EECE21 3.00 or
LE/EECH8020 3.00 &E/EECH022 3.00 duE/EECS720 3.00
Course Credit ExsionsLE/EECS1030 3.00, AP/ITEC2620 3.00

EEC2031 3.00 Software Tools

This course introduces software tools that are used for building
applications and in the software development process. It eovers ANSI
C (stdio, pointers, memory managementywoveANST libraries)

Shell programmimgludingdrilters and pipes (shell redirection, grep,
sort & uniq, tr, sed, awk, pipes \fef3)on control systems and the
"make" mechanisand dbugging and testiddl of the aboagel

applied in practicatogramming assignments and/or-gsoogll

projects.

Learning Outcomes for the course

I Use the basic functionality of the Unix shell, such as standard
commands and utilities, input/output redirection,.and pipes

I Develop and test shell scripts of sigjsizean

I Develop and test programs written in the C programming
language.

I Describe the memory management model of the C programming
language

I Use test, debug and profiling tools to check the correctness of
programs

Prerequisites General prerequisitetEEECS1030 3.00 or
LE/EECS2030@.0
Course Credit Exclusidis/EECS2031 3.00, LEZADSE 3.00

EECS 2200 3.00 Electrical Circuits

This course covers the basic principles of linear circuits. Kirchhoff's
laws, circuit equations, RL, RC, and RLC crexyisaske circuits,

power analysis and power factor, and magnetically coupled circuits.
Topics covered incluiteuit elements, current and voltage sources,
power,Kirhhoff's laws, dependent sources, Nodal analysis, mesh
analysis, operational ampliSeyserposition, Thevenin's and Norton's
theoremsnductance capacitance and duality, First order RL and RC
circuitsSecond order lineacudis, sinusoidal steadyestaalysis,
sinusoidal steady state power calouladwer factor and correction,
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introduction to Laplace transformagaredically coupled circuits and
transformers.

Learning Outcomes for the course:
I Analyse resistive circuits using basic lawsafodeop
analysis, Thevenin, Norton's, superposition)
I Determine the transient response of RC, RL, and RLC circuits
I Analyse AC circuits in steady state using the phasor method
I Use basic tools such as MATLAB and SPICE for circuit analysis
I Measure basideetrical signals using electronic measurement
equipment in a lab setting.
Prerequisite&eneral prerequisit®€/PHYB)10 @0or
SC/PHY®301 3.00
Course credit exclust®@/PHYI®50 3.00

EECS 2103.00Electronic Circuits and Devices

This course ag the basic material required in the design of both
analog and digital electronic cifiayiiss covered includi@plifiers:

signals and frequency spectrum of signals, models for amplifiers, and
frequency response of ampli@gstational Amplifidrsserting and
noninverting configuration, difference amplifiers, integrators and
differentiators, Imperfections, frequency response and effect of finite
open loop gaidiodes: review on the basic characteristics of the diode,
small signal model, Zediede, half wave, full wave, and bridge
rectifiers. SPICE diode md8liglolar Junction Transistors: Basic
characteristics and operation, small signal model, high frequency model,
BJT as an amplifier (common emitter and common collector), and
SPICE BJT meEldMOSFET: Device structure and operation, DC
circuits, small signal model, high frequency model, MOS amplifiers,
CMOS, SPICE MOSFET model

Learning Outcomes for the course:

I Design andnalyséasic electronic circuits that contain diodes,
operational afifigrs, MOSFET and bipolar transistor.

I Use CAD tools for éimalysis of electronic circuits.

I Write concise, coherent, and grammatically correct materials that
reflect critical analysis and synthesis.

I Effectively work in a team to achieve group goaitrgnude
to effective working relationships.
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Prerequisite&eneral prerequisitds/EECZ200 3.00
Course credit exclus®@/PHY®R.50 3.00

EECS311 3.00 Software Development Project

This course allows students to develop their first signifioant piece
software. There will be formal instruction during the lecture hours
providing guidance throughout the software development process on
topics such as eliciting user requirements, system specification, use of
modern IDEs, application development nnduaphical user
interfaces), unit, component, integration, and acceptance testing, as
well as deployment strategies and user documentation.

However, the main intent of the course is for students to experience
during the supervised lab portion the tisatiengineering large
software systems entails, such as changing or ambiguous requirements,
understanding code written by someone else, flexible vs. inflexible
design, testing adequacy, and maintainability concerns. In this way, the
requirements elictattechniques, development methodologies, design
guidelines, and testing approaches presented in third and fourth year
courses will be more meaningful since they will be grounded in personal
experience.

The end deliverable will be judged both withaekspegiality of the

user experience it provides (correctness / robustness / user
friendliness), as well as in terms of the quality of the produced software
(readability / design / maintainability).

Learning Outcomes for the course:
I Describe threquirements of a large software system.
I Select appropriate system elements for-avddligtlesign
description.
I Derive and implement test cases at the unit and system level.
I Produce a detailed user manual for an interactive system.
I Implement a large safeansystem from scratch

Prerequisite§seneral prerequisitedS/EECS 1030 3.00 or LE/EECS
2030 3.00
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EEC2501 1.00 Fortran and Scientific Computing

This courseoeers computkased problem solving in a variety of
scientific and engineering settihgmtrdduces the FORTRAN
programming language and its interface with scientific libraries.

The first third of the course (4 weeks) is in |lecadrE fbours per

week) coveringtd types, control structures and program structure
functions and subraegirarrays 1/Q andErrors in computatidaer

the remainder of the term students work on their own on various
projects. Project applications are drawn mainhe ffollowing

scientific areaumerical methods, linear systems, curve fitting, non
lirear equations, optimization, differential equations, Fourier transform.
Simulation: random nus)belistributions, queues. Md&aeo

method. Processing experimental data. Data visualization. Chaos and
fractals.

Learning Outcomes for the course:

I Formulat tasks as computational probkembe solved
algorithmically.

I Implement algorithms for solving engineering problems in
FORTRAN

I Test and debug programs.

I Incorporate use of librangines into FORTRAN programs.

I Apply simple numerical methods to sbleensr

Prerequisite®ne of LE/EECS1020 3.QEGECH)21 3.00 or
LE/EECH)22 3.00 or LE/EECS1530 3.00

EECS 2602 4.00 Signals and Systems in Continuous Time

The course introduces contiriimaganalogue) signals including an
analysis and design aftmuousme systems. After reviewing core
concepts in complex numbers, trigonometry, and functions, the course
considers three alternate representations (differential equations,
impulse response, and Laplace/Fourier transfer function) for linear, time
invariant (LTI) systems in the contimeugomain. The analysis of

LTI systems is covered for each of the three representations.
Frequenegelective filters are introduced as a special class of LTI
systems for which design techniques based on BuGtaehkydhev,

and Elliptic filters are covered. Applications of ctiniesygatems

in communications and controls are also presented. The course
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includes a mandatory lab that applies the theoretical concepts and
algorithms learned in the coursectiw@raealorld applications.

Learning Outcomes for the course

I Describe a physical process in terms of signals and systems, and
describe the properties of the CT systems.

I Calculate the frequency representations (Laplace and Fourier) of
periodic araperiodic CT signals.

I Compute the steady state outputs of lin@araimaat systems
in the continuctisie domain using three different but equivalent
techniques: (i) solving differential equations, (ii) convolution with
the impulse response, andth@iFourier (or, alternatively, the
Laplace) transform.

I Represent a CT linear-tmaariant system using its magnitude
and phase spectrum.

I Design CT frequency selective filters (in particular, the
Butterworth, Chebyshev, and Elliptic filters) baseeihon g
specifications for the system.

I Analysepractical applications in controls and communication
systems using the analysis techniques covered in the course.

I Represent CT signals/systems as disceet@gnals/systems
and use MA_AB tanalyseand design the CT signals/ systems
for selected real- world applications.

Prerequisites: General prerequisitesSC/MATED14  3.00,
SC/MATHD25 3.00
Course Credit ExclusibBSEECS3451 4.00, LE/SC/CSE3451 4.00

Course Descriptions: 30D8vel

EECS3000 30 Professional Practice in Computing

Professional, legal and ethical issues in the development, deployment
and use of computer systems and their impact on society. Topics
include: the impact of computing technology on society, privacy and
security, computcrime, malware, intellectual property, legal issues,
professional ethics and responsib@itiesthird of the course will
consist of guest lecturers from industry, government and the university
who will typically discuss a broad range of toplde @iatessional
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issues (entrepreneurialism, small businegs, starhan resources,
infrastructure planning and development, research and development in
industry, project management, etc.). In addition approximately another
third of the course willspent on topics related to ethics and legal
issues and will usually beaaght by faculty from a unit such as the
Department of Philosophy, the Division of Social Science, or Osgoode
Law School.

Learning Outcomes for the course:

I Describe the main catexgoof ethical theories and key ways in
which computer technology gives rise to new ethical issues

I Describe how computing technology affects privacy, the roles and
activities of Information and Privacy Commissionedajn Cana
the laws they enforce, ksdinternational efforts (agreements
and treaties) to regulate electronic data with a view to maintaining
privacy

I Describe how computing technology has impacted, in both
positive and negative ways, the exercise of free speech

I Describe how software is pextegnder copyright and patent
law, how licensing is used, and how the intellectual property
regime affects the development of new computing technology
(both positive and negative effects)

I Describe the four criteria required for an invention to be
patentde

I Search the Canadian Patent database for patents satisfying
specified criteria

I Describe the key ways in which computer technology provides
new challenges to law enforcement and the key elements of
Canadian law that address cybercrime

I Describe the keyaracteristics of a profession and the role of
professional organisations in establishing and upholding
standards of practice and codes of conduct.

Prerequisite&eneral prerequisites
Course Credit ExclusidiNG4000 6.00

EECS3101 3.00 Design afdalysis of Algorithms
This course is intended to teach students the fundamental techniques in
the design of algorithms and the analysis of their computational
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complexity. Each of these techniques is applied to a number of widely
used and practical pnoisle At the end of this course, a student will be
able to: choose algorithms appropriate for many common computational
problems; to exploit constraints and structure to design efficient
algorithms; and to select appropriate tradeoffs for speed and space.
Weekly threbour lectures and-tidur scheduled mandatory tutorials.

Topics covered may include a reviemdamental data structures,
asymptotic notation, solving recurrendesy and order statistics
divideandconquer approaches, dynamic progrgm greedy
method, dividadconquer algorithms, amoritization approaches,
graph algorithms and the theorycamieteness.

Learning Outcomes for the course:

I Choose an appropriate algorithm to solve a given computational
problem, and justify thatagho

I Design new algorithms using a variety of techniques (recursion,
greedy algorithm, a@ymnc programming, backtracking).

I Prove correctness of an algorithm usiagdpp®stonditions
and loop invariants.

I Prove bounds on the running time of amalgorith

I Apply standard graph algorithms to a variety of. problems

Prerequisites: General prerequisitesLE/EEC&11  3.00,
SC/MATHD90 3.06C/MATEB10 30

EECS3121 3.00 Introduction to Numerical Computations |

(Crosslisted with SC/MATH 3241 3.00)

This coussis concerned with an introduction to matrix computations in
linear algebra for solving the problems of linear equdireas, non
equations, interpolation and linear least squares. Errors due to
representation, rounding and finite approximatiowliede gl
conditioned problems versus unstable algorithms are discussed. The
Gaussian elimination with pivoting for general system of linear
equations, and the Cholesky ifattor for symetric systems are
explainedOrthogonal transformations adeedtfor computations of

the QR decomposition and the Singular Values Decompositions (SVD).
The use of these transformations in solving linear least squares
problems that arise from fitting linear mathematical models to observed
data is emphasised. IFingolynomial interpolation by Newton's
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divided differences and spline interpolation are discussed as special
cases of linear equations. The emphasis of the course is on the
development of numerical algorithms, the wuse of intelligent
mathematical softevand the interpretation of the results obtained on
some assigned problems.

Prerequisite®©ne ofLE/EECH40 3.00 dtE/EEC&Z)31 3.00 or
SCEEC&501 1.00; oneSEC/MATHD10 3.00 &C/MATHD14 3.00
or SC/MATEB10 3.00; one SE/MATHD25 3.00 @C/MATHD21
3.00 o5C/MATED21 3.00 &C/MATER21 3.0

EECS3122 3.00 Introduction to Numerical Computations Il
(Crosslisted with SC/MAT3242 3.00)

The course is a continuatioBE238121 3.00. The main topics
include numerical differentiation, Richaeds@pslation, elements

of numerical integration, composite numerical integration, Romberg
integration, adaptive quadrature methods, Gaussian quadrature,
numerical improper integrals; fixed points for functions of several
variables, Newton's method, @eadbon methods, steepest descent
techniques, and homotopy methods; power method, Householder
method and QR algorithms.

PrerequisitdcE/EECS121 3.00

EECS3201 4.00 Digital Logic Design

This course covers the basic principles of switching circuit design and
the design and analysis of both combinational and sequential circuits. It
also introduces the students to hardware description languages and
modern CAD tool®pics covered includé@ciwng circuits, analysis

and design of combinatorial circuits, hardware description languages,
analysis and design of sequential circuits, timing considerations and the
design of datapath and controllers.

Learning Outcomes for the course:
I Analyse trangis switching circuits in terms of logic behaviour,
signal levels and timing
I Use Hardware Description Languages to design and realize
standard and custom combinational and sequential circuits
I Implement and test digital systems in programmableylogic usin
modern CAD and test tools
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I Choose and apply combinational and sequential circuit elements
to solve computational problems

I Describe the concept of states and the sequential behaviour and
control of digital circuits

Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.0&;E/EECS 2021 4.00, LE/EECS2200 3.00

EECS3213 3.00 Communication Networks

This course is an introduction to communications akohgaetw
Topics covered include the distinction betfereration and data,

betwen signal and data, between symbol and data, and between
analogue and digital ddtamdamental limits due to Shannon and
Nyquist; protocol hierarchies; the OSI model; encoding of
analogue/digital data; data link protocols; error and flow control; medium
access; Ethernet and token passing systems in LANS; routing of
packets in networks; transport services and protodeigl high
applications and their protocols.

Learning Outcomes for the course

I Explain network architectures in terms of the open systems
interconnect (OSI) model and the role of each layer in the model.

I Classify networks in terms of topology, channelization, and
routing characteristics.

I Explain and calculate physical communication limits imposed by
wired and wireless channels in termsapf weilse, and
capacity.

I Explain and quantify means of signal representation for digital
communication and describe communication system
arrangements for forward and backward error control.

I Describe andnalysechannelization strategies and medium
accessantrol techniques.

I Explain routing strategies through switched networks.

PrerequisitesGeneral prerequisiteS/JEECS 2030 3.00 or LE/EECS
1030 3.0BC/MATEB10 30

EECS3214 3.00 Computer Network Protocols and Applications

This course focuses on the Hejredmetwork protocols, security
issues, network programming, and applications. Topicshmered
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networking basics; queuing fundamentals; network layer protocols
including ICMP, DHCP and ARP multicasting; lapasp@P and

TCP, sockets and socket programming; application layer protocols
including HTTP and DNS; multimedia; security; VOIP.

Learning Outcomes for the course:

I Describe the different parts of the TCP/IP architecture, including
their functionalityresigths and weaknesses, and the design
principles used in their construction

I Describe several infrastructural applications such as FTP, HTTP
and DNS, and thirarty applications like P2P systems

I Write small applications using socket programming

I Contrats the service models and features of transport layer
protocols (TCP and UDP), and describe the design of TCP
congestion control algorithms

I Discuss issues affecting the choice of routing algorithms in
practice, based on a deep understanding of théagetwork

I Determine the security needs of different parts of the TCP/IP
architecture and evaluate the existing security features based on
knowledge of pubdind privatkey cryptosystems

I Discuss how to alleviate problems in multimedia transmission
over thénternet, and evaluate existing multimedia protocols like
SIP and RTCP

Prerequisite&eneral prerequisiteE/EECS 2030 3.00 or LE/EECS
1030 3.00

NCR NoteThis course is not open for ¢ceditidents who passed
SC/CSE4213 3.00

EECS3215 4.00 Embedt8ystems
Introduction to the design of embedded systems using both hardware
and software. Topics include microcontrollers; their architecture, and
programming; design and implementation of embedded systems using
field programmable gate arfayscs coved include introduction to
a specific microcontroller architecture, its assembly language, and
programming; peripherals, input/output ports and timers; interrupts;
memory systems; analog to digital and digital to analog conversion;
parallel and serial erfdcing; hardware modelling; structural
specification of hardware; rapid prototyping using FPGAOs.
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Learning Outcomes for the course

I Select and utilize appropriate parallel, serial and analog
interfaces

I Design embedded software and hardware systeinssso ad
problems in important application domains under tight.constraints

I Design, implement and interface with standard and custom
peripherals

I Prototype embedded systems using microcontrollers and field
programmable gate arrays (FPGAS)

I Understand embeddnicrocontroller architecture, development,
debugging and testing

Prerequisite&eneral prerequisiteE/EECS 2030 3.00 or LE/EECS
1030 3.0@;E/EEC3031 3.0Q;E/EEC3201 4.00

EECS3221 3.00 Operating System Fundamentals

This course is intendedaohetudents the fundamental concepts that
underlie operating systems, including multiprogramming, concurrent
processes, CPU scheduling, deadlocks, memory management, file
systems, protection and security. Many examples from real systems are
given to illtrate the application of particular concepts. At the end of
this course, a student will be able to understand the principles and
techniques required for understanding and designing operating
systems.

Learning Outcomes for the course

I Explain thefundamental concepts that underlie operating
systems, including multiprogramming, concurrent processes, CPU
scheduling, deadlocks, memory management, file systems,
protection and security.

I Explain algorithms, structures, and mechanisms that are used in
operating systems.

I Analyseéhe performance of process management methods and
memory management schemes in operating systems.

I Design and implement single programs using concurrent
processes and threads.

PrerequisitesGeneral prerequisiteS/JEECS 2030 3.00 or LE/EECS
1030 3.0@:E/EEC3021 4.00.E/EEC3031 3.00
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EECS3301 3.00 Programming Language Fundamentals

The topic of programming languages is an important and rapidly
changing area of computer science. This course introduces students to
the basic concepts and terminology used to describe programming
languages. Instead of studying particular programming languages, the
course focuses on the "linguistics" of programming languages, that is,
on the common, unifying themes that are rel@vagtatoming
languages in general. The algorithmic or procedural, programming
languages are particularly emphasised. Examples are drawn from early
and contemporary programming languages, including FORTRAN, Algol
60, PL/I, Algol 68, Pascal, C, C++Add@5, and Java.

This course is not designed to teach any particular programming
language. However, any student who completes this course should be
able to learn any new programming language with relative ease.

Prerequisites:  General prerequisited;E/EES011 3.00,
LE/EEC&001 30

EECS3311 3.00 Software Design

A study of design methods and their use in the correct construction,
implementation, and maintenance of software systems. Topics include
design, implementation, testing, documentation neteasland, s

support toolsStudents design and implement components of a
software system.

This course focuses on design techniques for both small and large
software systems. Techniques for the design of components (e.g.,
modules, classes, procedures, a@udtakles) as well as complex
architectures will be considered. Principles for software design and rules
for helping to ensure software quality will be discussed. The techniques
will be applied in a set of small assignments, arstaldéapgeject,

whee students will design, implement, and maintaitrivéalnon
software system.

Learning Outcomes for the course:

I Describe software specifications via Design by Contract, including
the use of preconditions, postconditions, class invariants, loop
variantsrad invariants

I Implement specifications with designs that are correct, efficient
and maintainable.
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I Develop systematic approaches to organizing, writing, testing
and debugging software.

I Develop insight into the process of moving from an ambiguous
problenstatement to a walsigned solution

I Design software using appropriate abstractions, modularity,
information hiding, and design patterns

I Develop facility in the use of an IDE for editing, organizing,
writing, debugging, testing and documentincicaoliey the
use of BON/UML diagrams for documenting designs. Also the
ability to deploy the software in an executable form.

I Write precise and concise software documentation that also
describes the design decisions and why they were made

Prerequisite§3eneral prerequisiteB/EEC&030 3.00 or LE/EECS
1030SC/MATED90 3.00

EECS33413.00introduction to Program Verificat{oot offered

2017/2018)

Application of logic to programs; weakest precondition; s@amantics of
simple programming language; correctness; development of
correctness proofs from specifications; application to software design;
performance bounds; transformatieyrdhelsis.

Prerequisites: General prerequisites; LE/EECS2011  3.00,
LE/EECS2031 3.8@/MATH1090 3.00

Course Credit ExclusidredCSE 3341 3.00, AK/AS/SC/CSE 3341
3.00, AK/AS/SC/COSC 3341 3.00, AK/AS/SC/COSC 3111 3.00

EECS3342 3.00 System Specification and Refinement
This course provides students with an understanding of how to use
matematics (set theory and predicate logic) to specify and design
correct computer systems whether the systems are sequential,
concurrent or embedded. The course stresses both the underlying
theory as well as the ability to use industrial strengthctyolsethat
applied in practice. User requirements are formalized via an abstract
mathematical model that is amenable to formal reasoning long before
any programming activity is undertaken (e.g. as donB, i@ Bradnt
VDM). Successive models are likerthiaptraditional engineering
disciplines and their mathematical nature allows us to reason about and
predict their safety properties.
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Learning Outcomes for the course

Document requirements organizing them into appropriate
categories such as envirotaheonstraints versus functional
properties (safety and progress).

Construct high level, abstract mathematical models of a system
(consisting of both the system and its environment) amenable to
formal reasoning.

Apply set theory and predicate logipres® functional and

safety properties from the requirements as events, guards,
system variants and invariants of-aeseatanodel.

Use models to reason about and predict their safety and
progress properties.

Plan and construct a sequence of refineinoen abstract
highlevel specifications to implemented code.

Prove that a concrete system refines an abstract model.

Apply the method to a variety of systems such as sequential,
concurrent and embedded systems.

Use practical tools for construatihgremsoning about the
models.

Use Hoare Logic and Dijkstra weakest precondition calculus to
derive correct designs

PrerequisitesGeneral prerequisiteE/EECE11 3.00SC/MATH
10903.00

EECS3401 3.00 Introduction to Artificial Intelligence and Logi
Programming

Artificial Intelligence (Al) deals with how to build systems that can
operate in an intelligent fashion. In this course, we examine
fundamental concepts in Al: knowledge representation and reasoning,
search, constraint satisfaction, reasoning undentynetct The

course also introduces logic programming, a programming paradigm
based on predicate logic, where one specifies problems in a declarative
way and one can use the language to search for a solution. Students
will learn how to develop pregman®rolog to solve Al problems.
Topics covered include introduction to Al and intelligent agents; logical
representations, fosfer syntax and semantics; basics of logic
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programming and Prolog; inference in first order logic; reasoning with
Horn theass; search; constraint satisfaction; uncertain reasoning,
Bayes Nets.

Learning Outcomes for the course:

I Define the main ohjexg of artificial intelligence.

I Describe how fiostler predicate logic fottmesbasis of logic
programming.

I Write logic pragns in Prolog.

I Use and modify heuristic -sfzdee search algoms such as
A*, RTA* and IDA*.

I Represent knowledge in a small domain using predicate logic and
use the representation to build a logical database for
knowledgbased expert system.

I Describ and use some other Al techniques including backward
and forward chaining, Bayesian networks, game search and
constraint satisfaction, grammars for natural language
processing

Prerequisites:  General prerequisited;E/EEC&Z11 3.00,
SC/MATHD90 3.00
Couse Credit ExclusioB8&/AS/AKISE402 3.00

EECS3403 3.00 Platform Compufmgt offered in 2017/2018)

This course presents the .NET platform and in all topics, as applicable,
compares this platform to JEE and other platforms such as Mono, Ruby
on Rails,Django, etc. Also, the course discusses how platform
computing has affected and affects major web paradigms, such as the
traditional World Wide Web, Web 2.0, Semantic Web/Web 3.0, and W4
(World Wide Wisdom Web).

Prerequisite&eneral prerequisiteE/EECS 2030 3.00 or LE/EECS
1030 3.00,

EECS3421 3.00 Introduction to Database Systems

Concepts, approaches and techniques in database management
systems (DBMS) are taught. Topics include logical models of relational
databases, relational database desgigmy languages, crash
recovery, and concurrency control.
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The purpose of this course is to introduce the fundamental concepts of
database management, including aspects of data models, database
languages, and database design. At the end of this tolese, a s

will be able to understand and apply the fundamental concepts required
for the design and administration of database management systems.
Topics covered include overview of database management systems;
relational model; enttyational model andatbase design; SQL;
integrity constraints; crash recovery; concurrency control.

Learning Outcomes for the course

I Model databases proficiently at conceptual and logical levels of
designUse entity relationships (ER) models and ER diagrams
with extension.

I Develop relational database schemas which respect and enforce
data integrity represented in ER models.

I Implement a relational database schema using structured query
language (SQL): create and manipulate tables, indexes, and
views

I Create and use compjeeries in SQL

I Write database application programs with an understanding of
transaction management, concurrency control, and crash
recovery.

Prerequisite&eneral prerequisites; LE/EECS 2030 3.00 or LE/EECS
1030 3.00
Course Credit ExclusisidTEC3228.00

EECS3431 3.00 Introduction to 3D Computer Graphics

This course introduces the fundamental concepts and algorithms of
threedimensional computer graphics. Topics include: an overview of

graphics hardware, graphics systems and APIs, object modelling,

transformations, camera models and viewing, visibility, illumination and
reflectance models, texture mapping and an introduction to advanced
rendering techniques such as ray tracing. Optional topics include an
introduction to animation, sti@h, oreaitime rendering.

Learning Outcomes for the course
I Explain the basic stages and concepts of a modern graphics
pipeline.
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I Model a virtual scene using geometric primitives and affine
transformations.
I Use mathematical formulas to animate elementduaf a vi

scene.

I Model basic materials and their interaction with virtual light
sources.

I Explain basic concepts related to colour spaces and visual
perception.

I Explain basic concepts related to global illumination.
I Produce rendered images of virtual sceaectroesponding
scene description. file

Prerequisite&eneral prerequisitdsEECS 2030 3.00 or LE/EECS
1030 3.0GBC/MATHD25 3.00
Course credit exclusigxis/AS/SC/C&E31 3.00

EECS3451 4.00 Signals and Systems

The study of computer vision, graphics and robotics requires
background in the concept of discrete signals, filtering, and elementary
linear systems theory. Discrete signals are obtained by sampling
continuous signals. Starting with a continuous finstusignizs will

review the concept of a discrete signal, the conditions under which a
continuous signal is completely represented by its discrete version, and
discuss the analysis and design of linegvdinaat systems. In
particular, frequency gelecfilters in both discrete and continuous
time domain will be developed. An accompamgmagplications of

the concepts covered in the lectures to practical problems such as
speech and image proces$imgre are three supervised lab hours per
week

Topics covered include continuous and discrete time signals, linear
timeinvariant systems; Fourier analysis is continuous and discrete time;
sampling; Laplace transform; Z transform; linear feedback systems;
design of continuous and discrete tinemdsegelective filters.

Learning Outcomes for the course
I Explain how continuous and diionetesignals can be
represented ioth time and frequency domains.
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I Represent linear systems both as systems of
differential/difference equations irmnterms of frequency
response.

I Describe and use the principles of linear time invariant systems
and the properties-otirier and Laplace transforms.

I Analysehe effects of discrtee representation of continuous
signals

I Design, build and measuretibopus and discrete time
frequency selective filters

Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.0@;HEECS021 4.00; SC/MATH 1310 3.00

Course Credit ExclusidiS[ESSE4020 3.00, SC/EATS4020 3.00,
SC/MATH4130B 38C/MATH4830 3.00, SC/PHYS4060 3.00.

EECS3461 3.00 User Interfaces

This course introduces the concepts and technology necessary to
design, manage and implement user interfaces Uls. Users are
increasingly more critical towards poorly designed interfaces.
Cmsequently, for almost all applications more than half of the
development effort is spent on the user interface.

The first part of the course concentrates on the technical aspects of
user interfaces (Uls). Students learn abodtiegrnirogramming,
wirdowing systems, widgets, the -Meudebntroller concept, Ul
paradigms, and input/output devices.

The second part discusses how to design and test user interfaces.
Topics include basic principles of Ul design, design guidelines, Ul
design notations, Maleiation techniques, and user test methodologies
The third part covers application areas such as groupware (CSCW),
multmodal input, Uls for Virtual Reality, and Uls for the WWW.
Students work in small groups and utilise modern toolkits and scripting
larguages to implement Uls. One of the assignments focuses on user
interface evaluation.

Learning Outcomes for the course:
I Explain the capabilities of both humans and computers from the
viewpoint of human information processing.
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I Describe and critically etalutypical hurm@momputer
interaction (HCI) models, styles, and various historic HCI
paradigms.

I Apply an interactive design process and universal design
principles to designing HCI systems.

I Describe and apply HCI design principles, standards and
guidehes.

I Analysge identify and critically evaluate user models, user
support, soecio organizational issues, and stakeholder
requirements of HCI systems.

I Analysediscuss and critically evaluate HCI issues in groupware,
ubiquitous computing, virtual realitynedia, and Word Wide
Web related environments

Prerequisite&eneral prerequisiteE/EECS 2030 3.00 or LE/EECS
1030 3.00
Course Credit Exclusigi8iTEB230 3.00, ITEC3461 3.00

EECS3481 3.00 Applied Cryptography

This course provides an ovewfiesvyptographic primitives in the
context of computer security and looks at how they are applied to
protect communication patterns. The emphasis is on the applied
aspects as used in software to protect applications and build secure
protocolsTopics coved includeFoundation: security goals, the
communication model, classificaitiaaksClassical Cryptography:
classical ciphers, diffuse and confuse, information theory, and
cryptanalysislodern Cryptography: modern symmetric ciphers, perfect
secrey, block and stream ciphers, modern asymphetrgiiash

Functions: message integrity, digital signatures, certificate authorities,
key distributioprotocolsAdvanced topics and applications: May
include secret sharing, -kaowledge proofs, quanttyptography,

and digitaiash.

LearningOutcomedor the course:

I Explain the workings of fundamental cryptographic algorithms in
classical, symmetric, and asymmetric settings, and apply them
programmatically.

I Attack a given communication patterexisngtive as well as
cryptanalytic techniques such asirdte&iddle, person in
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the middle, or birthday, or by exploiting an algorithmic
vulnerability.

I Analysa given communication pattern with respect to achieving
certain goals in a security cobyexentifying vulnerabilities,
threats, and risks and recommending hardening mechanisms.

I Apply cryptographic primitives in advanced settings such as
secret sharing, z&rmwledge, and digital cash.

I Explain the impact of advances in computing paitlem algo
complexities, and quantum computing, on the strength of
cryptographic algorithms.

Prerequisite$3eneral prerequisitedsS/EEC&011 3.00

EECS3482 3.00 Introduction to Computer Security

This course introduces students to the basic concepts] goals an
terminology of computer security. It provides a general overview of the
computer security body of knowledge with an emphasis-on the risk
basedmindsetthat a computer security professional needs to have.
Students will be exposed to both the theanetiche practical

aspects of computer security (the lab sessions will include security case
studies as well as exercises using modern security tools).

Three lecture heyper week. Two hadurs every other week

Learning Outcomes for the course
Foundabnal Concepts
¥ Define the meaning of the terms: vulnerability, threat, attack,
measure; and give an example of each.
¥ Describe the three C.1.A. goals of information security and provide
an example of an attack against each.
¥ Explain the difference betwessiveaand active attacks and
classify the following attacks accordingly: packet sniffing, IP
spoofing, and phishing.
¥ Provide examples that illustrate the meaning of the following
attacks: denial of service, traffic analysis, masquerade, replay,
repudiation
Security Domains
¥ Give three examples of physical security and provide, for each,
an attack example and a counter measure.
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¥ Define the term "social engineering" and provide three examples
of attacks that use it.

¥ Compare and contrast the following mahwayevorm, botnet,
and trojan.
¥ Explain the difference between operating system security,
application security, network security, and web security, and
provide, for each, an attack example.
Cryptography
¥ Define the meaning of the terms: encryaompption,
ciphertext, plaintext, and key.
¥ Explain the difference between symmetric and asymmetric
cryptography and name two algorithms in each category.
¥ Describe the notion of a message digest and name two popular
algorithms that compute it.
¥ Show how gqtography can be used to create digital signatures
and how these can be used to establish identities.
Security Policies
¥ Describe the general use of (security) policy and why it has such
a central role in a successful information security program.
¥ Explainhe difference between security policy, standard and
procedure.
¥ List different types of security policies that can be found in an
organization, and describe what goes into each.
¥ Develop, implement and maintain various types of information
security policy.
Personnel
¥ Describe different types of information security positions, as well
as identify skills and knowledge required for each of the positions.
¥ List and describe different organization/structural approaches to
information security.
¥ Explain the importanE@rofessional (security) certification, and
list the skills, advantages and obligations that are encompassed
by each.
¥ Have knowledge of some useful security practices related to the

process of employee hire, termination and misuse control
Laws / Ethics
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¥ Describe the difference between law and ethics, and the
importance of each.

¥ Explain the difference between Criminal and Civil Law, and when
an (computeand/or netwenkelated) offence will be prosecuted
under one vs. the other law.

¥ List major nationahdainternational laws that relate to the
practice of information security, providing relevant practical
examples/cases for each.

¥ Identify the major professional organizations related to the field of
information security, and have general knowledge of their
respective Codes of Ethics.

Risk Management

¥ Define risk management and its role in an orgahizétion
general and in more specific saelaigd terms.

¥ Use risk management techniques to identify and prioritize
information assets.

¥ Assess risk tmformation assets based on the likelihood of
adverse events, and estimate the ultimate effects of the adverse
event on information assets.

¥ Document the results of risk identification and evaluation process.

Auditing

¥ Explain each phase of a standard Audit from Planning, Fieldwork,
Reporting, and Folgw

¥ Describe the purpose of each deliverable in each phase in the
Audit.

¥ Identify and prepare audit planning documents detailing the scope
and objectives of the audit.

¥ Obtain and document sufficient, reliable and relevant evidence to
achieve audit objectives, support findings and conclusions as per
industry standards.

¥ Have knowledge of professional audit standards and basic
understanding of frameworks.

Students willse have gained practical experience with a variety of
security tools including:

¥ Penetration testing tools, such as the Metasploit framework

¥ Password crackers, such as John the Ripper or ophcrack

¥ Vulnerability scanners, such as OpenVAS and Nikto
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¥ Intrusiodetection systems, such as snort
¥ Malware, such as various trojans and viruses

Prerequisites:Any 12 university credits at the-l&@§10in any
discipline

EECS 3505 3.00 Electrical Systems for Mechanical Engineers
This is a course that develops theettgevdnd skills mechanical
engineers need to interact with electrical/electronic Taystesns.
covered includglectronic Componeddévices Electrical Noise
Introduction to EleetragnetisnDC Machindgansformer & Three
Phase AC CirguiThreePhase Induction Mato8y/nchronous
MachinesSpecial Machineglude stepper, linear and BLDC motors,
and communication protocols.

Learning Outcomes for the course:

¥ Comprehend the basic concepts of circuits as well as electronic
components and gpgimulation tools to model their inputs and
outputs relationships

¥ Explain the characteristics of electronic devices such as diode,
operéional amplifier, laches, atd, evaluate tihehaviouof
both passive and active filters including low passshagial
band pass.

¥ Design and employ noise reduction strategies to improve signal
quality.

¥ Recognize the two basic principles (i.e., generation of force and
EMF) related to electromechanical energy conversion.

¥ Identify the principles of operatidifferent machine types
including: DC machines, induction machines, synchronous
machines, stepper motors, linear motors and servo motors.

PrerequisiteSC/PHYS 1801 3.0; LE/MECH 2502 3.0

EECS 3602 4.89stems and Random Processes in Discrete Time
Discree time signals are obtained by sampling continuous signals.
Starting with a continuous time signal, the course reviews the concept of
a discrete time (DT) signal, the conditions under which a continuous
signal is completely represented by its dissiete aed discusses
the analysis and design of linealriragant, discrdime systems.
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In particular, frequency selective filters in the discrete time domain are
developed. The second half of the course will cover advanced topics of
random processesoise, and their applications in the real world
including the effect of linear systems on the statistical properties of
random signals. The course includes a lab that applies the theoretical
concepts and algorithms learned in the course to nedaeiichd
applications.opics covered in the coumskidentrodation to DT

Signals and Systems; Properties of DT SRRetprasentations for

Linear, Time Invariant DT Systems: Difference Equations; Convolution
Sum; Z/Fourier Transfer functivesigrof DT Filters: FIR filtznsl

lIR Filtersdigital communicatisystems and information theory;
Random variables in one and multiple dimensions: Expectation, higher
order moments, probability density functions, transformations, moment
generating funcsom@and chracteristic functions; Random Sequences

and Processesypes of random process&sS(VBSS, and Ergodic
processes);Output of LTI Systems with random inputs, Noise, and
WieneKhinchin Theorem.

Learning Outcomes for the course:
I Represent a contougime signal as a DT signal without any
information loss.
I Compute the steady state outputs of lin@ardimaat systems
in the continuetisme domain using three different but equivalent
techniques:
1. Solving difference equations,
2. Convolution witiee impulse response, and;
3. The Fourier (or, alternatively, the Z) transform.
I Calculate the frequency representations (Fourier and Z
transforms) of periodic and aperiodic DT signals.
I Represent a DT linear time invariant system using its magnitude
and phassgpectrum.

PrerequisiteGeneral prerequisit€&&/MATH 293DE/EECS030
3.00 or LE/EECS 1030 3.B(EEC2602 D0
Course Credit ExclusittEECS3451 0

EECS 3603 4.8Cectromechanical Energy Conversion

This is an introductory course for epeakggrsion. It covers the basic

construction, principle of operations alsfaselicbntrol of different
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types of electric machines including both AC and DC machines. In
particular, the following list of electric machines will be covered: DC
machines, rgjlephase and pghhase transformers, thplease

induction motors, synchronous machines and special machines
(stepper, linear and servo motors).

Laboratory exercis@s/estigate topics in electromagnetism, DC
machines, transformers, induction maskhmd#®onous machines,
and special machines.

Learning Outcomes for the course:

I Understand the basic concepts of magnetic circuits as applied to
electric machines.

I Understand the two basic principles (generation of force and emf)
that govern electromeclaheicergy conversion.

I Describe fundamental principles of energy conversion, which are
the analytical foundations for understanding all types of drives.

I Identify the principles of operation of different machine types
including: DC machines, transformdtgtian machines,
synchronous machines, stepper motors, linear motors and servo
motors.

I Derive the steasiatemodellingequivalent circuits) of different
types of machines.

I Analyse the steadgtate performance and ioptgut
operational charactessticthe different types of machines.

I Learn to use space vectors presented on a physical basis to
describe the operation of an Ac machine.

I Describe solgiate control strategies for the different machine
types.

I Present some motor and generator application

Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.0Q,E/EECZ&200 3.00, SC/PHYS2020 3.00

EECS 3604 4.8Cectromagnetic theory and wave propagation

The objective of this course is to provide the student with: an
introduction fteartial differential equations; the mathematics of wave
propagation; and the science of electromagnetic wave propagation.
Beginning with a review of vector calculus, the course introduces
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solutions to partial differential equations. MaxwellOs equations are
presented as a motivating example for partial differential equations, and
the EM wave equation is derived from MaxwellOs equations in multiple
dimensions. Solutions for propagation in waveguides and transmission
lines are given, and antennas are inttodtoeents are also
introduced to solutions of partial differential equations beyond EM, such
as the diffusion equation.

LearningOutcomedor the course:

I Comprehendsemeaningfa partiatifferentiaquatioiPDE)
inamathematicaxpression.

I Recognizeghe waveequationas a type of PDHEn a
mathematicakpression;

I Applieshe travelling waaga solution to the wave equation in a
mathematicakpressionandproduceghissolutiomumerically
inthe laboratory.

I Comprehendglaxwel equatins as physicaphenomenan
mathematicagxpressiongand in writtendescriptionsand
identifietheeffect®fMaxwel equationsthelaboratory.

I Computethe waveequatioriromMaxwel equation#n one,
two, and threadimensions,and appliesthe travellingvave
solutionna mathematicatpression.

I Computethe travellingavesolutiomn a conductinggaveguide
andin a transmissidime, andapplieshese solutions the
laboratory.

I Analysesthe operationof EM antennasin mathematical
expressionandin the laboratory.

I Differentiatebetweenthe wave equati@nd thediffusion
equatioma mathematicalxpression.

Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.00SCMATH1014 3.08CMATH1025 3.08CPHYS2020
3.00

EECS 3614.00Semiconductor Physics and Devigest offered
2017/2018)
The course first introduces the students to semiconductor physics such
as carrier statistics, band diagrams and different conduction
mechanisms. This knowledge is fipdiedato the most important
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semiconductor devices, namely diodes arukioestmniconductor

field effect transistors (MOSFETS). This includes understanding of the
basic elements that make up these dewgesctmns, metal
semiconductor juncticersd metadxidesemiconductor capacitors
(MOSCAPs). Other fedfdct transistors (junctiondféddt transistor

(JFET), thifim transistor (TFT)) are introduced and contrasted with
MOSFETs. The course also includes a brief discussion of
semiconductonanufacturing. The course concludes wiktstate

art MOSFET scaling challenges and solutions suéhdaeldagyics,

strain and FIinFET in the context of the International Technology
Roadmap for Semiconductors (ITRS) and its successotitr@alnterna
Roadmap forellices and Systems (IRD8)deBts use device
simulation software to model device behavior and gain device
simulation skills.

Learning Outcomes for the course:

¥ Understand the physical mechanisms that underlie the behavior
of carriersiside semiconductors.

¥ Demonstrate the ability to analyze different semiconductor
devices in terms of characteristics such asvoliagpnt
capacitaneeoltage.

¥ Design devices by varying device parameters such as doping
levels, geometry or materiatréate desired performance
characteristics.

¥ Design basic microfabrication process flows.

¥ Be able to apply novel device designs to solve issues resulting
from the continued need for scaling.

¥ Demonstrate the ability to perform device simulations and device
design employing TCAD software.

Prerequisité&seneral prerequisiteB/EECS 221000 oISOPHYS
3050 3.00

EECS 3611 4.00 Analog Integrated Circuit Design

The course focuses on the analysis and design of analog integrated

circuits in CMOS technologyvérs basic MOS device physics, basic

circuit models for sirggbge amplifiers, differential amplifiers, current

mirrors, frequency response of amplifiers, operational amplifiers, and
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layout techniques. The course includes a mandatory lab that introduces
the computaided design software to performance circuit simulation
and evaluatiomopics to be covered inclugkesduction to analog

design; Basic MOS device phySawle!stage amplifiers;
Differential amplifidPsisive and active currentonsiyFrequency

response of ampli§;NoiseFeedback; Operational amplifiers; Layout

and design rules.

Learning Outcomes for the course:
I To analyse the characteristics of basic analog integrated circuits.
I To formulate the behaviour of basic analog circuits by inspection.
I To perform circuit simulation using ceagedeool.
I To draw layout based on given design rules.

PrerequisiteGeneral prerequisites, LE/EECS 2030 3.00 or LE/EECS
1030 3.0Q,E/EECS2210 3.00

EECS 3612 4.04roduction to Sensors and Measurement

Instruments

The course covers the theory, principle and technology of sensors and
transducers by developing the studentsO understanding of fundamental
of measurement instruments easeimg sensors, interface circuits

to transfer the measured data for monitoring and/or further signal
processing purposes. Background in electronic circuit design, basic
knowledge of physics, chemistry and molecular/cellular biology are
required before itakkthe course. There will be small design projects for
the labs to reinforce sensor interfacing. In the design of each
instruments, students are also introduced the related theoretical and
practical issues with a focus on needs assessment, creativity, and
innovation as they seek to identify market opportunities. Topics include
the fundamental of physical, chemical, and biological sensors used for
various applications including health or industrial applications; design of
interface circuit dedicated to sesor; quality factors of sensorsO
performance including resolution, dynamic range and sensitivity. Also
this course enables the electrical engineering students to learn the
principle and operation of main electrical measurement instruments.
The state dairt sensor technology will also be discussed briefly. A
detailed list of topics covered within this course is as follows.
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Learning Outcomes for the course

The primary objective will be on developing the studentOs ability to
integrate and apply thaowkedge in electronic circuits and classic
knowledge in physical, chemical and biological science in the design of
measurement instruments using advanced sensing technologies.
Specifically, students will:

I Investigate measurensemsing techniques used various
applications.

I Use electrical instruments and tools for the measurement of
voltage, current, power and energy.

I Design interface circuits and systems to record sensing data into
a computdor monitoring and simple signal processing purposes.

I Analyséhe measurement question and select an appropriate the
sensor technology and interfacing method to develop the
instrument.

I Describe the state of art sensing technology and the market
challenges in this field.

Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.0Q,E/EEC&210 3.00

EECS3900 0.00 Computer Science Internship Work Term

This experiential education course reflects the work term component of
the Technology Internship Program (TIP). Qualified Honours students
gain elevant work experience as an integrated complement to their
academic studies, reflected in the requirements of a learning agreement
and work term report. Students are required to register in this course for
each four month work term, with the maximemafurdrk term

courses being four (i.e. 16 months). Students in this course receive
assistance from the Career Centre prior to and during their internship,
and are also assigned a Faculty Supervisor/Committee.

Prerequisites

Enrolment is by permission only. Criteria for permission include: 1. That
students have successfully completed at |daECEO@dits at the

3000evel includingeCS3311 3.00, with a Grade Point Average
(GPA) of at least 6.00 in all mathematics and computer science courses
completed; 2. That students are enroftedefull the Honours
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program prior to beginning their internship and have attended the
mandatory pra@atory sessions as outlined by the Career Centre; 3.
That students have not been absent for more than two consecutive
years as a fdilme student from their Honours degree dtuihes

upon enrolling in this course, students have a minimuntsof 9 credi
remaining toward their Honours degree and need to retdimes a full
student for at least one academic term to complete their degree after
completion of their final work term

Note This is a pass/fail course, which does not count for degree credit
Registration EECS3900 0.00 provides a record on the transcript for
each work term

FADATT3290.00Internship Work Term

Provides qualified Digital Media students with the opportunity to work in
an internship work term administered under theofesSio(rd
Experience Program) of the Lassonde School of Engineering.

Prerequisite$=A/DATT 3700 6.00 or FA/DATT 393BEEE®TS
2011 3.00. Overall cumulative GPA of 5.0.

Note this is a pass/fail course, which does not count for degree credit.
Regstration ifA/DATT 290.00provides a record on the transcript
for each work term.

EECS3980 0.00 Computer Security Internship Work Term

This experiential education course reflects the work term component of
the Technology Internship Program (TlReddanours students

gain relevant work experience as an integrated complement to their
academic studies, reflected in the requirements of a learning agreement
and work term report. Students are required to register in this course for
each four monthrwderm, with the maximum number of work term
courses being four (i.e. 16 months). Students in this course receive
assistance from the Career Centre prior to and during their internship,
and are also assigned a Faculty Supervisor/Committee.

Prerequisiteg€nrolment is by permission only. Criteria for permission
include: 1. That students have successfully completed at least 9.00
EECSredits at the 30@@el includifgECS3482 3.00, with a Grade
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Point Average (GPA) of at least 6.00 in all mathentatcplaed

science courses completetha&.students are enrolledirudl in the

Honours program prior to beginning their internship and have attended
the mandatory preparatory sessions as outlined by the Career Centre;
3. That students have not bbsant for more than two consecutive
years as a fdiline student from their Honours degree studies; 4. That
upon enrolling in this course students have a minimum of 9 credits
remaining toward their Honours degree and need to retdimes a full
studenfor at least one academic term to complete their degree after
completion of their final work term.

Note This is a pass/fail course, which does not count for degree credit.
Registration EECS3980 0.00 provides a record on the transcript for
each worletm.

Course Descriptions: 40D8vel

EECS 4070 3.00rected Studies

This is a course for advanced students who wish to carry out
independent study on a topic within EECS that is not offered in a regular
course during a particular academic sessiondértiaraiat identify

a faculty member with expertise in thbatreavilling to supervise

the student's work.

At the beginning of the term, the student and faculty supstrvisor
prepare written description of the course, its content, and the method
of evaluation. The work involved must be equivalent-toeditthree
course at the 4000 level, and the course coordinator must confirm this
before the student is permittexktdThe evaluation will generally be
based on written work and the stualaihtisto discuss the course
materiadluring meetingsth the supervisor. In addition, assigned work
could include oral or written presentations of material for non
specialists.

The course coordinator, student and supervising faculty member should
eachretain a copy of the agugsah description of the course, and
relevant details should be entered into the studentOs record via the
student information system (SIS).
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Learning Outcomes for the course
I Create a literature review
I Gather ildepth knowledgieaotopic independently
I Communicate the results of independent learning orally and in
writing
PrerequisitesGeneral prerequisites; successful completion of 24
credits ihE/EEC#&ajor coursesmdpermissioof course coordinator

EECS10803.00 Computer Science Project

This is a course for advanced students, normally those in the fourth year
of an honours program, or students who have passed 36 computer

science credits. Students who have a project they wish to do need to

convince a membéthe faculty in the Department that it is appropriate

for course credit.

Alternatively, students may approach a faculty member in the
Department (typically, one who is teaching or doing research in the area
of the project) and ask for project sugg¥ghatesver the origin of

the project, a OcontractO is required. It must state the scope of the
project, the schedule of work, the resources required, and the criteria for
evaluation. The contract must be signed by the student and his/her
project supervisand be acceptable to the course difectitical

course component that must be included in the contract is a formal
seminar presentatidie course director will arrange the seminar
sessions, and students and their faculty supervisors are required to
participate. The seminar talks will have a typical length of 15
minutes, and will be evaluated by the individual supervisor, the course
director and one more faculty member. This talk will be worth 30% of
the final mark. The remaining 70% of the mawksas the
responsibility of the individual supervisor. Internship students may apply
to receive credit for their internship as a project course. A OcontractO
including the seminar presentation is still required.

PrerequisitesGeneral prerequisites aadnigsion of the course
director. Restricted to students who have passed 36 credits in Computer
Science.

Course Credit ExclusiciSEECS081 6.00,E/EECS082 6.00,
LE/EECS4084 6.00LE/EEC&)88 6.00LE/EECS4480 3.00,

ENG000 6.00
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EEC31088 6.00 @uputer Science Capstone Project

This is a course for students in the fourth year of an honours program.
Students who have a project they wish to do need to convince a
member of the faculty in the Department that it is appropriate for course
credit. Altertigely, students may approach a faculty member in the
Department (typically, one who is teaching or doing research in the area
of the project) and ask for project suggestions. Whatever the origin of
the project, a OcontractO is required. It mustsstgie tifethe

project, the schedule of work, the resources required, and the criteria for
evaluation. The contract must be signed by the student and his/her
project supervisor and be acceptable to the course director. A critical
course component that mastnbluded in the contract is a final
presentation. The course director will arrange the final presentation
session, and students and their faculty supervisors are required to
participate. The presentations will be evaluated by the individual
supervisorheé course director and one more faculty member. This
presentation will be worth 30% of the final mark. The remaining 70% of
the course mark is the responsibility of the individual supervisor.
Internship students may apply to receive credit for sigir astern

project course. A OcontractO including the final presentation is still
required.

PrerequisitesGeneral prerequisites and permission of the course
director. Normally restricted to students who have passed 36 credits in
Computer Science.

Course @dit ExclusionsE/EEC&80 3.00L.E/EEC&81 6.00,
LE/EEC&)82 6.00,LE/EEC&)84 6.00,LE/EEC&80 3.00,
ENG4000 6.00

EECS1090 6.00 Software Development Capstone Project

A welllesigned software product is more than just a computer program.
A softwarer@duct consists of quality code, a well thought out design
developed via disciplined professional engineering standards,
appropriate literate documentation including requirements, design and
testing documents, a manual, and the appropriate instakatbn fil
instructions needed to get the product to work. The product has to be
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correct (i.e. it must satisfy all the requirements specified by the client),
usable, efficient, safe and maintainable.

The goal of this course is to provide students withtuamtyoppor
integrate what they have learned in earlier computer science courses,
deepen their understanding of that material, extend their area of
knowledge, and apply their knowledge and skills in a realistic simulation
of professional experience. Theremuit must be a substantial
software product.

This course is run on a tight schedule over the Fall and Winter Terms;
work iongoingand regular. The course is intended to help with the
transition from being a student to being an active professional in
industry. During the course students are expected to perform
independent study, plan their work, make decisions, and take ownership
of the consequences of their mistakes.

A combination of teamwork and individual work is required. The
requirements elicitaticequirements analysis, design, coding, testing,

and implementation of the product will be a team effort. However,
individual responsibilities must be clearly identified in every deliverable.

This project will be of significant size and like madtpnojests it

will be time and resource limited. Students must meet the specified
deadlines. As a result, they will have to set their goals and plan their
work accordingly.

Students must apply sound mathematics, good engineering design, and
algorithmsrbughout the project. However, they will also need to apply
heuristics and design patterns, or Orules of thumbO, where sound, well
understood algorithms are not available. Any such heuristics must be
clearly identified and supported by argumentsfithiiiejusthoice.

The teams will be required to show that the heuristic cannot fail in a way
that will violate safety restrictions or other restrictions designated as
critical.

Learning Outcomes for the course:
I Describe the requirements of a large sefstame
I Select appropriate system elements for-lavddigthesign
description.
I Derive and implement test cases at the unit and system level.
I Produce a detailed user manual for an interactive system.
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I Implement a large software system from scratch.

PrerequisitesOnly open to students in the Software Development
Stream. B or higher LE/EEC®311 3.00, and completion of
LE/EECSL01 3.0Q,E/EEC3342 3.00

Co requisitesE/EEC8312 3.0Q,LE/EEC8313 3.00

EEC31101 3.00 Advanced Data Struct{inégrated with
EECS101 3.00)

The course discusses advanced data structures: heaps, balanced
binary search trees, hashing tablddackdrees,-iBees and their

variants, structures for disjoint sets, binomial heaps, Fibonacci heaps,
finger trees, pererst data structures, etc. When feasible, a
mathematical analysis of these structures will be presented, with an
emphasis on average case analysis and amortised analysis. If time
permits, some lower bound techniques may be discussed, as well as
NRcompletness proof techniques and approximation algorithms.
Topics covered may include amatidesiorstase analysis of data
structuredatastructuring paradigms:agjlistment and persistence
listsselfadjustment with the mioMeont heuristiseachtrees: splay

trees, finger search tréesmpsskew heaps, Fibonacci heldpson

find trees; Likakdcut trees; Multidimensiatath structures and
dynamization

PrerequisitesGeneral prerequisiteS/[EECS 2030 3.00 or LE/EECS
1030 3.0@:E/EECZ01 3.0Q,E/EEC3101 3.00

EEC3111 3.00 Automata and Computabititygrated with
EECS111 3.00)

This course is the second course in the theory of computing. It is
intended to give students a detailed understanding of the basic
concepts of abstract niae structure, information flow, computability,

and complexity. The emphasis will be on appreciating the significance of
these ideas and the formal techniques used to establish their properties.
Topics chosen for study include: models of finiteteaadtorinaita,

the limits to computation, and the measurement of the intrinsic difficulty
of computational problems.

PrerequisitesGeneral prerequisiteS/JEECS 2030 3.00 or LE/EECS
1030 3.0@;E/EEC3001 3.0Q,E/EEC3101 3.00
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EEC3115 3.00 Computational Complexity

This course provides an introduction to complexity theory, one of the
most important and active areas of theoretical computer science.
Students learn basic concepts of the field and develop their abilities to
read andnderstand published research literature in the area and to
apply the most important techniques in otheT agpreascovered

include modelef computation for complexity: Turing Machines,
Random Access Machines, Circuits and their resources such as time,
space, size, and depihime and spacebounded diagonalisation,
complexity hierarchies, resource bounded reducibility such as log space
and polynomial time reducilfliss. NP: Nondeterminism, Cook's
Theorem and techniques for provingComyieteness
Nondeterministispace: The Savitch and Immerman/Szelepsenyi
Theorems Importantcomplexity Classes (and natural problems
complete for them) including: P, NWP,cthe Polynomial time
Hierarchy, log space, Polynomial SPACE and Exponential time

Preregsites: General prerequisiteS/JEECS 2030 3.00 or LE/EECS
1030 3.0@:E/EEC3001 3.0Q,E/EECS101 3.00

EEC31161 3.00 Mathematics of Cryptography
(Crosslisted withSCMATH 4161 3.00)
Cryptography deals with the study of making and breaking secret codes

In this course we will be studying situations that are often framed as a
game between three parties: a sender (e.g., an embassy), a receiver
(the government office) and an opponent (a spy). We assume that the
sender needs to get an urgent message rexcdiver through
communication channels that are vulnerable to the opponent. To do this
communication, the sender and receiver agree in advance to use some
sort of code, which is unlocked by a keyword or phrase. The opponent
will be able to intercept tlessage. Is he/she able to unlock the
message without knowing the key?

We will learn some probability theory, information theory and number
theory to answer questions about how vulnerable the methods of
sending secrets are. This has a great numbeatbdappiidnternet

credit card transactions, wireless communication and electronic voting.
We will start by learning some classical codes (used up through WWI)
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andanalysinghose. The last third of the course we will start to learn
the methods that aredusr modern cryptography.

Prerequisitegt least 12 credits from 200€ (or higher) MATH
courses (without second digit 5, or second di¢iE/BEG&L01
3.00, or permission of the instructor.

EECS1201 3.00 Computer Architecfureegrated wiiECS501
3.00)

This course presents the core concepts of computer architecture and
design ideas embodied in many machines, and emphasises a
guantitative approach to cost/performance tradeoffs. This course
concentrates on uniprocessor systems. A feesnaaelstudied to
illustrate how these concepts are implemented; how various tradeoffs
that exist among design choices are treated; and how good designs
make efficient use of technology. Future trends in computer
architecture are also discusdampics a@vered may include
fundamentals@imputer desigPerformaneand costinstructioset

design and measurements ofRugeline design techniques; Memory
hierarchy design; Iaputiput subsystems;

Learning Outcomes for the course

I Design cache, memdigrarchy, and virtual memory using
different techniques to improve cost/performance ratio.

I Demonstrate how dynamic scheduling and speculative execution
can improve the system performance and explain how it is
implemented in modern processors.

I Evaluate fierent design alternatives and make
guantitative/qualitative argument for one design over the other.

I Identity the different types of parallelism (data, instruction, thread,
transaction) for a given application.

I Compare and evaluate different techn{gueb as
multithreading, multicore, or vector) to improve CPU performance

Prerequisites: General prerequisitesLE/EECE®01  4.00,
LE/EEC®21 3.00

EEC31210 3.08rchitecture and Hardware for Digital Signal
Processingnot offered 2017/2018)
The field dDSP is driven by two major forces, advances in DSP
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algorithms, and advances in VLSI technology that implements those
algorithms. This course addresses the methodologies used to design
custom or sewustom VLSI circuits for DSP applications, and the use
of microcontrollers and digital signal processors to implement DSP
algorithms. It also presents some examples of advances in fast or low
power design for D3Bpics to be covered may include(dasis

circuits: manufacturing process, area, delay, andisggpaénn
Implementaticof fundamental operations: Carry lookahead adders,
carry select adders, carry, save adders, multipliers, array multipliers,
Wallace tree multipliers, Booth array multipliers, dividers, array dividers
Array processor architeest Mapping algorithms into array
processorsHighHigh level architectural transformation for mapping
algorithms into hardware: pipelining, retiming, folding, unfolding
MappingdSP algorithms (FIR, IIR, FFT, and DCT) into ;hardware
ImplementinDSP alg@thms using microcontrolB&Psupport in
generapurpose processorsieeffect of scaling and roundoff. noise

Learning Outcomes for the course

I Map a DSP algorithm to a graphical representation and determine
its fundamental lower bound omacheevde iteration or
sampling period.

I Use pipelining, retiming, and parallel processing to improve the
perbrmance of a DSP implementation.

I Use folding technique to reduceonsiicea in a DSP
implementation.

I Assess alternative architectures basedivenaset of design
specifications.

I Implement a DSP algorithm based on an optimized architecture

Prerequisite&eneral prerequisitds/EECR01 4.0@ne of
LE/EEC#451 3.00r LE/EECS3602 4.00

EECSI211 3.00 Performance Evaluation of Computer Syst#ms
offered 2017/201@tegrated wHECS422 3.00)

Topics covered may include the refieRrobability Thedxy
probability, conditional probability, total probability, random variables,
moments, distributions (Bernoulli, Poisson, exponential,
hyperexponential, etStpchastiRrocessééMarkov chains and birth

and death processe3ueuingrheorfd M/M/1 Queuing system in

91



detail; other forms of queuing systems including limited population and
limited buffersase study involving use of thenguéeiory paradigm

in performance evaluation and modelling of computer systems such as
open networks of quewmnd closed queuing networks; Use of
approximation techniques, simulations, measurements and parameter
estimation.

Prerequisites: General prerequisitesSC/MATED30 3.00,
LE/EEC313 3.00

EEC31214 4.00 Digital Communications

Digital communications has become a key enabling technology in the
reaizgion of efficient multimedia systems, wireless and wired
telephony, computer nesyatigital subscriber loop technology and
other communication and storage devices of the information age. The
course provides an introduction to the theory of digital communications
and its application to the real world. Emphasis will be placed on
coveringlesign and analysis techniques used in source and channel
coding, modulation and demodulation, detection of signal in the
presence of noise, error detection and correctionizstyocheord

spread spectrum. An introduction to information theasntand re
development in the area will also be covered.

Topics covered in the course whidsen from eview of Probability

and Random Variablesoduction to Stochastic Processes and Noise
Introduction to Information theory: ShannonOs SourcedCoding a
Channel Coding theore®asirce Coding: Lossless Coding (Huffman,
Arithmetic, and Dictionary Codes) versus Lossy Coding (Predictive and
Transform Codingdnalog to Digital Conversion: Sampling and
Quantaion; Baseband TransmissiBmary Signal Detien and
Matched filteringntersymbol Interference (ISI), Channel Capacity
Digital Bandpass Modulation and Demodulation ; SEh@mes
Performance Analysis efry scheme<Channel Coding: Linear
Block, Cyclic, and Convolutional ;Cddesding Techunes for
Convolutional Codes, Viterbi AlgoAppincation of Convolutional
codes to Compact Disc ;(&9hchramaion TechniqueSpread
Spectrum Modulation: Direct Sequence and Frequency Hopping

Learning Outcomes for the course
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I Express anchanipulate random signals in terms of probabilities
and statistical averages.

I Understand and quantify the performance of key pulse code
modulation systems.

I Understand and apply the theory of optimum detectors and filters
for pulse amplitude modulaticensyst

I Explain the operation of sequence detection methods.

I Describe the theory and operation of bandpass modulation and
detection systems.

I Design and build system components capable of enabling
optimum digital communication.

Prerequisites: General prereges; LE/EECR13 3.Q0one of
SC/MATH2030 3.00 or SC/MATH293ih8.00E/EEC351 4.00,
LE/EECS3602 4.0Q,E/ESSE4020 3.0G6C/MAT#B30 3.00,
SC/PHY&)60 3.06C/PHY&50 3.00

Course Credit Exclusi@®CSE 214 3.00

EECS1215 3.00 MobiBmmuniations(integrated wi#EC$5431
3.00)

Wireless mobile networks have undergone rapid growth in the past
several years. The purpose of this course is to provide an overview of
the latest developments and trends in wireless mobile communications,
and to address the impact of wireless transmssiser mobility on

the design and management of wireless mobile systems.

Topics covered may incl@erview of wireless transmission;
Wireless local areawmrks: IEEE 802.11, Bluetooth; 2.5G/3G wireless
technologiesMobile communication: registratiandoff support,
roaming support, mobile IPicasiihg, security and priviaouting
protocols in mobile-hadt networks: destinasequence distance
vector routing (DSDV), dynamic source routing (B&R)prnad
demand distance vectating (®DV), and a few oth@GP over
wireless: performance in and mibahifcéor wireless environment;
Wireless sensoetworks: applications; rout8ajellite systems:
routing, loda#tion, handover,obhl positioning systems (GPS);
Broadcast systerdgital audio/video broadcasdipglications to file
systems, world wide web; Wireless ApplicatiohaPidbdMAP 2.0; i
mode; SyncMDther issues such as wireless access technologies,
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quality of service support, location management in mobile
environents, and impact of mobility on performance.

Learning Outcomes for the course

I Explain the operation and purpose of key components in wireless
communication systems.

I Calculate the link budget of a wireless communicator.

I Analysethe characteristics and impact of indoor and outdoor
wireless channels.

I Analyséhe coverage and throughput of wireless networks.

I Explain the channelization and control techniques employed by
cellular and LAN networks.

Prerequisite&eneral prerequisitds/EEC313 3.00

EEC31221 3.00 Operating System Desighoffered 2017/2018)
(integrated wiSEZ21 3.00)

An operating system has four major components: process management,
input/output, memory management, and the file system. This project
orientedcourse puts operating system principles into action. This
course presents a practical approach to studying implementation
aspects of operating systems. A series of projects is included, making it
possible for students to acquire direct experiencesigrihend
construction of operating system components. A student in this course
must design and implement some components of an operating system
and have each interact correctly with existing system software. The
programming environment is C++ undektinéxend of this course,

a student will be able to design and implement the basic components of
operating systems.

Prerequisite$3eneral prerequisitedS[EECE21 3.00
Course Credit Exclusi@Q3SC4321 3.00

EECS1301 3.00 Programming Language Désayroffered
2017/2018jintegrated witSE&23 3.00)

This course is a continuatiorEEEES301 3.00 Programming
Language Fundamentals. Like its predecessor, the course focuses on
the linguistics of programming languages; that is, on the common,
unifymg themes that are relevant to programming languages in general.
Both algorithmic and -algorithmic language categories are
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examined. Current techniques for the formal specification of the syntax
and semantics of programming languages are stutisedire Ski
developed in the critical and comparative evaluation of programming
languages.

Prerequisite$3eneral prerequisiteds/[EECE301 3.00

EEC31302 3.00 Compilers and Interprétessoffered 2017/2018)
(integrated witSE&24 3.00)

Principles andesign techniques for compilers and interpreters.
Compilerorganizationcompiler writing tools, scanning, parsing,
semantic analysis, -tiame storage organization memory
management, code generation, andizaiptim Students will
implement a substamation of a compiler in a project.

This course is a haodsintroduction to the design and construction of
compilers and interpreters. At the end of the course, you will understand
the architecture of compilers and interpreters, their major components,
how the components interact, and the algorithms and tools that can be
used to construct the components. You will implement several
components of a compiler or interpreter, and you will integrate these
components to produce a working compiler orninterprete

Prerequisites:  General prerequisited,E/EEC&Z11 3.00;
LE/EECS301 3.00 recommended

EECS1311 3.00 System Developn(eot offered 2017/2018)

System Development deals with the construction of systems of
interacting processes. The course focussisamtiat, specification,

and analysis in software system development. Abstraction and
specification can greatly enhance the understandability, reliability and
maintainability of a system. Analysis of concurrency and interaction is
essential to the desaf a complex system of interacting processes.

The course is split into three parts. The first part discusses a
semiformal method, Jackson System Development (JSD) by Michael
Jackson. JSD is used to build an understanding of what system
development eitdaand to develop a basic method of constructing
practical systems of interacting processes. JSD gives precise and
useful guidelines for developing a system and is compatible with the
objecbriented paradigm.
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The second part of the course discusseathiiematical model CSP
(Communicating Sequential Processes by C.A.R. Hoare). While CSP is
not suitable to the actual design and development of a system of
interacting processes, it can mathematically capture much of JSD.
Consequently, it is possibles¢éoformal methods in analysing inter
process communication arising out of JSD designs.

The third part of the course discusses Z notation and its use in the
specification of software systems. Z has been successfully used in
many software compahiesichas IBM and Texas Instruniérits

specify and verify the correctness of real systems.

PrerequisitesGeneral prerequisites; oneEEECE311 3.00 or
LE/EEC®21 3.00

EEC31312 3.00 Software Engineering Requirements

This course deals with the elicitation, specification and analysis of
software requirements and provides a critical description of available
methods and tools, and practical exercises on applying these methods
and tools to realistic probldmgics to beovered includdéicging

customer needs and goalsidentifying the stakeholdeesyse of

UML diagrams such as use case, sequence, clktsseaciart

diagrans to help with the elicitatieweloping the system overview,
sysem boundary ammbntext diagrangentifying the monitored
variables and events and the controlled variablgsgeshainggs,

precision and unitdentifying the environtaleassumptions and
constraints;nderstanding the Parnasarablesnodel for writing
requirments; elveloping the functional specification using tabular
expressions (mathematical function; thblese of specification and
theorem proving tools (such as PVS) to describe the function tables and
using tool to verify the completeness, disj@nthestiefinedness

of the functional requirements;th use function tables to specify
safetycritical redime systems and cyheysical systemand
understanding, TR and Ralidation of use cases against the
functional specifications and wahdaf the safety requirements;
describing ndnnctiorlaand performance requiremergsiying
acceptance tests from the use cases and function tables.

Learning Outcomes for the course:
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Software requirement engineers are experts at eliciting ahe needs
their customers, translating customer needs into a precise requirements
documents (that describbatb nothowb customer needs shall be
satisfied), and providing systematic edidsedanethods to validate
the requirements and verify that theofimeare product satisfies the
requirements. Precise software requirements documents are especially
needed in safety critical gybgsical systems (e.g. nuclear reactors,
medical devices and transportation systems) and mission critical
business systen(s.g. banking systems, health provision and cloud
systems)After successful completion of the course, students are
expected to be able to:
1. Elicit customer requirement@anaysingcustomer goals and

needs
2. Write precise requirements documenjsafad:(

a) Develop a system overview, identify the system boundary and
draw a context diagram

b) Identify the monitored variables and events and controlled
variables

c) ldentify the environmental assumptions and constraints

d) Describe the functional requireosngstabular expressions
(function tables) that specify the mathematical relation between
the monitored variables and events and the controlled variables

e) Describe the nimctional requirements

f) Prove that the functional requirements are cosjplate, di
andwell definedJse validation tools.

g) Provide a complete set of use cases and corresponding
acceptance tests so that each requirement is a verifiable
contract of customer needs

h) Validate the functional requirements by proving that they
preserveafety properties and prove that the use cases satisfy
the function tables. Use validation tools.

Prerequisite$3eneral prerequisitedS[EECE311 3.00

EEC3313 3.00 Software Engineering Testing

An introduction to systematic methods of testweyifeadion,

covering a range of static and dynamic techniques and their use within
the development process. The course emphasises the view that design
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should be carried out with verification in mind to achieve overall project
goals.Topics to be coveiliadludeunderstamag the importance of
systematic testinopderstamaghow verification is an integral part of
the development process and hott on activitynderstandinige
strengths and weaknesses of parteaiiaiques and be able &ztsel
appropriate ones for a given situalack box and white box testing;
Unit level testitgchniques and practical exercisgation testing,
domain testing, adtow and control flow tesGagerage criteria;
static analysis techniques (inclpdiggam proof tools such as the
Spark Examiner ESC/Javd]igher level testing (integration, system,
performare, configuration testing etcesting dols and
instrumentation issubs; teshg of object oriented prograsisngd
nonfunctional preges of high integrity systeristease execution
times, stack usage; hazard directed tesftivwgrefault injection,
simulation and hardware testing technigni@gemdrissues in the
testing procesdaming, configuration management; @tfolliog

the test processpspections news, walkthroughs and audits;
influence of standaiegression testing.

All too often software is designed and then tested. The real aim must be
to take a more holistic view, where design is carrieceafitatitn

in mind to achieweerall project goals. We shall take a faitly libera
view of testing. This indudarious automated and manual static
analysis teclguies. In addition, we shalivdimmw increased rigor at
the specification stagestgmficantly help lowevekesting.

Learning Outcomes for the course

I Outline the objectives and limits of testing.

I Describe the strengths and weaknesses of the techniques
discussed in the course.
Select appropriate testing techniques for a given situation
Develop test harnesses for large software systems.
Compile issue reports that are clear and complete.
Produce quality written reports describing their testing.

Prerequisite$3eneral prerequisitedS[EECE311 3.00

EEC31314 30 Advanced Software Enggning
This course goes into more detail about some of the software
engineering techniques and principles presented in earlier courses, as
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well as introduces advanced aspects of software engineering that are
not addressed elsewhefepics to be coveredlude sftware

process and its various maaleds standards (CMMI, ISO 9001);
software architecture, i.e. the structure of data and program
components that are required to build a software system. Examples
include distributed and compbasat architeodg Model Driven
Engineering and the ussofiivare description languagdésysse

metrics, such as metrics for software quality, software design metrics,
as well adesting and maintenance metmogcp management
concepts onoordinating people grdducts;ost estimation and

project scheliug for large software systems; risk management and
mitigation; oftware configuration management (software evolution,
change managemewgssion and release managemenéxgieg
technologies, such as secenigyneering, servaréented software
engineering, and aspe@nted software development.

Learning Outcomes for the course

¥ Derive models of software systems and express them in a
language such as UML.

¥ Understand the differences between diffe®mf tgpftware
architecture

¥ Apply metrics that estimate the quality, maintainability, and test
adequacy of a software system.

¥ Derive cost estimation tables delineating the tasks to be
performed, and the cost, effort, and time involved for each task.

¥ Idenfy risks associated with a given software project, and
develop plans to mitigate and manage these risks.

¥ Manage software projects by identifying the sequence of tasks
that will enable the project to complete in time, assigning
responsibility for each tast,adapting the schedule as various
risks become reality.

Prerequisite&eneral prerequisitdSEEC3311 3.00

EECS1315 30 MissiofCritical Systems

Building on the materialSystem Specificatiand Refinement
(EECS8342) which is an introdu¢tiomathematical modelling and
refinement of systems using deductive methods, this course provides

o¢



students with a deeper understandingadcattivandalgorithmic

methods and tools for ensuring the safety and correctness of mission
critical systen(e.g. medical devices such as pacemakers, nuclear
reactors and train control systems). In addition to deductive techniques,
the course treats algorithmic methods such asheckuwy tools,
specification languages such as temporal logic, table based
spedication methods, #rake systems, and the nature of software
certification.

Learning Outcomes for the course

I Explain the importance of safetission business and
securitgritical systems.

I Demonstrate knowledge of the importance of gaoel softw
engineering practices for critical systems.

I Use rigorous software engineering methods to develop
dependable software applications that are accompanied by
certification evidence for their safety and correctness.

I Demonstrate knowledge of the methawlangsing deductive
approaches (such as theorem proving).

I Demonstrate knowledge of methods and tools for algorithmic
approaches (such as model checking, bounded satisfiability) etc.

I Demonstrate knowledge of the theory underlying deductive and
algorithmipproaches.

I Use industrial strength tools associated with the methods on large
systems.

Prerequisit&eneral prerequisitd’EECE342 3.00

EEC31351 3.00 Reéime Systems Theqfyot offered 2017/2018)
(integrated with EEEZ4&L 3.00)

In reatime comping systems the correctness of the system depends
not only on the logical result of the computation but also on the time at
which the results are produced. For example, a computer controlling a
robot on the factory floor of a flexible manufactumnignsstsstop

or turn the robot aside in time to prevent a collision with some other
object on the factory floor. Other examples of cumeatsyesdaems

include communication systems, traffic systems, nuclear power plants
and space shuttle and avigsterss.
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Realtime programs in many safétgal systems are more complex

than sequential programs or concurrent programs that do not have real
time requirements. This course will deal with the modelling, simulation,
specification, analysis, design vendication of such 4teak

programs. The objective of the course is to expose the student to
current techniques for formally proving the correctnesmef real
behaviour of systems.

Topics covered may inclieddniques for expressing syntax and
senantics of redime programming languagesielling reéime

systems with discrete event calculi (e.g. tPatd s&ate machine
formalisms)pscification of concurrency, deadlock, mutual exclusion,
delays and timequssheduling of tasks to meeal hiare boungs

CASE tools for analysis and design. At the end of the course the
student will be able to model and spedifgaesistems, design and

verify correctness of somdirsalsystems.

Prerequisite&eneral prerequisitds/EECER21 3.00

EEC31352 3.00 Re@ime Systems Practi@ategrated with
EEC$442 3.00)

The key aspect that differentiateimeabystems from general
purpose computing systems is the need to meet specified deadlines.
Failure to meet the specified deadlines can lead to intolerable system
degradation, and can, in some applications,gatagdtrophic loss of

life or property. For example, the computations in an aircraft collision
avoidance system must be completed before specified deadlines to
prevent a mar collision. Remhe system technologies are ajoplied
telecommunicatiomgnsil processing, command and control, digital
control, etc. Examples of applicationstiofigeaistem technologies

that impact our daily lives include engine, vehicle stability, airbag and
break mechanisms in cars, flight control-taaificacont;obnd

medical devices.

The courséocuseson the technologies related to the design and
implementation of #i@ak systems. Topics may intyyieal real

time applicatigngrocess models of #t@ak systemscheduling
technologies in rFaalesystens;design and implementation of real
time systems softwaeaitime systems hardwaeaktime operating
systemsteattime programming languagepection and verification
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methods for redahe systems

Learning Outcomes for the course

I Describe pycal applications of-teaé systems.

I Describe key components dimeakystems and applications.

I Analysdhe performance and correctness -imeeaystems
and applications.

I Explain methods and techniques that are used in the design and
implementation of ##ak systems and applications.

I Design and implement a simplémeahpplication.

Prerequisite&eneral prerequisitds/EECER21 3.00

EEC31401 3.00 Artificial Intelligerirgegrated wiHECS326
3.00)

This is a second counséArtificial intelligence that covers selected
topics in this area such as: reasoning about action and planning,
uncertain and fuzzy reasoning, knowledge representation, automated
reasoning, nanonotonic reasoning and answer set programming,
ontologieand description logic, local search methods, Markov decision
processes, autonomous agents anehgenttisystems, machine
learning, reasoning about beliefs and goals, and expert systems

Prerequisite$3eneral prerequisitedS[EEC$401 3.00

EECS1402 30 Logic Programmirgot offered 2017/2018)
(integrated wi#ECS311 3.00)

Logic programming has its roots in mathematical logic and it provides a
view of computation that contrasts in interesting ways with conventional
programming languages. Logicapnogng approach is rather to
describe known facts and relationships about a problem, than to
prescribe the sequence of steps taken by a computer to solve the
problem.

One of the most important problems in logic programming is the
challenge of designingqigleages suitable for describing the
computations that these systems are designed to achieve. The most
commonly recognised language is PROLOG.

When a computer is programmed in PROLOG, the actual way the
computer carries out the computation is spetifibg gze logical
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declarative semantics of PROLOG, partly by what new facts PROLOG
can "infer" from the given ones, and only partly by explicit control
information supplied by the programmer. Computer Science concepts
in areas such as artificial ietatky database theory, software
engineering knowledge representation, etc., can all be described in logic
programs.

At the end of this course a student will be familiar with fundamental logic
programming concepts and will have some programming expertise in
PROLOG.

Prerequisites: General prerequisite€/EEC3H01 3.00; one of
LE/EEC3101 3.00 &E/EEC3342 3.00

EECS1403 3.00 Soft Computing

This course introduces soft computing methods, which, unlike hard
computing, are tolerant of imprecision, up@arthpdrtial truth. This
tolerance is exploited to achieve tractability, robustness and low solution
cost. The principal constituents of soft computing are fuzzy sets and
logic, neural network theory, rough sets, evolutionary computing and
probabilistieasoning. The course studies the methods and explores
how they are employed in associated techniques as applied to
intelligent systems design. The basics of each technique will be
discussed and applications will illustrate the strengths of each approach.
The course is setintained. Knowledge of mathematics, in particular
basic probability and statistics, and familiarity withewael high
programming language is assumed. The class will have several
programming/homework assignments, a presentatiexara tmal

a final project.

Learning Outcomes for the course:

¥ Knowledge of the terminology and concepts of soft computing;

¥ Insight into the possibilities and fundamental limitations of soft
computing;

¥ Insight into the relative advantages and disadwdnthges
major approaches to soft computing (fuzzy sets, rough sets.
Evolutionary computing, neural networks, probabilistic reasoning
and so on);
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¥ Understanding of the basic methods and techniques used in soft
computing;

¥ Skills in applying the basic metimolde@hniques to concrete
problems in soft computing.

Prerequisites: General prerequisited;E/EEC&Z11 3.00,
LE/EEC&031 3.00

EEC31404 3.00 Introduction to Machine Learning and Pattern
Recognitior{integrated wi#ECS327 3.00)

Machine learning is shely of algorithms that learn how to perform a
task from prior experience. Machine learning algorithms find widespread
application in diverse problem areas, including machine perception,
natural language processing, search engines, medical diagnosis,
bianformatics, brammachine interfaces, financial analysis, gaming and
robot navigation. This course will thus provide students with marketable
skills and also with a foundation for further,-depth study of

machine learning topics.

This course intices the student to machine learning concepts and
techniques applied to pattern recognition problems in a diversity of
application areas. The course takes a probabilistic perspective, but also
incorporates a number ofpnobabilistic techniques.

Leaning Outcomes for the course:

I To develop powerful pattern recognition algorithms using
probabilistic modelling and statistical analysis of data.

I Identify machine learning models and algorithms appropriate for
solving specific problems.

I Explain the essahideas behind core machine learning models
and algorithms

I Identify the main limitations and failure modes of core machine
learning models and algorithms

I Program moderately complex machine learning algorithms

I Manage data and evaluate and comparénagont a
supervised learning setting

I Access and correctly employ a variety of machine learning
toolboxes currently available.
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I Identify a diversity of pattern recognition applications in which
machine learning techniques are currently in use.

PrerequisitesGeneral prerequisiteS/JEECS 2030 3.00 or LE/EECS
1030 3.0@ne oSC/MATRD30 3.00 @C/MATHL31 3.00

EECSI411 3.00 Database Management Systems

This course is the second course in database management. It
introduces concep&gproaches, and techniques required for the
design and implementation of database managementlsystsms.
coveredmay includejuery pocessing ransactionsconcurrency

contrgl recoverydatabase systenglatectureslistributecathbases
objecbiiented dtabases

Learning Outcomes for the course:

I Describe and apply indexing techniquesinusethtional
database systems.

I Use relational operatorgesign query evaluation plans.

I Assess query evaluation plans éorpdinpose of query
optimization.

I Perform database adstration for a given workload.

I Describe and classify moderretettional database systems

Prerequisites General prerequisitest E/JEEC&11  3.00,
LE/EEC&0214.0Q LE/EEC&0313.00 LE/EECH#H21 3.0

EEC31412 3.00 Data Mining

Data mining is computationally intelligent extraction of interesting, useful
and previously unknown knowledge from large databases. It is a highly
interdisciplinary area representing the confluence of machine learning,
statistics, database systems aihepdriprmance computing. This
course introduces the fundamental concepts of data mining. It provides
an indepth study on various data mining algorithms, models and
applications. In particular, the course covers -gabaepseng,
association rule minirgpquential pattern mining, decision tree
learning, decision rule learning, neural networks, clustering and their
applications. The students are required to do programming assignments
to gain hands experience with data mining.
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Learning Outcomes foretlcourse:

I Explain the terminology and concepts of data mining.

I Evaluate the possibilities and fundamental limitations of data
mining.

I Evaluate the relative advantages and disadvantages of major
approaches to data mining.

I Demonstrate the basic methodsteaniques used in data
mining.

I Apply the basic methods and techniques to actual problems in
data mining

Prerequisites General prerequisitest E/JEEC&L01  3.00;
LE/EEC321 3.00; oneQE/MATRD30 3.00 &C/MATHL31 3.00

EECS1413 3.00 Building®mnerce Systems

A study of the technical infrastructure that underlies Electronic
Commerce on the Internet. The foundational concepts are presented
through a series of projects that use an hsthestgtd framework on

the server side, staneamshplianethnologies on the client side, and

a variety of messaging protocols on the network side. Best practices,
security concerns, and performance issues are emphasized throughout.
A good knowledge of Java is assumed. Familiarity with the upper
networking protdg, HTML, JavaScript, and SQL is helpful but not
required.

Learning Outcomes for the course:

I Develop an appreciation of the pieces that make up the web
landscape and how these pieces interact with each other.

I Build a complete web applicationintt@porates session
management, database access, and analytics on the server side,
and page formatting and interactivity on the client side.

I Build restful web services that interact wigbwigjeed client
apps using a variety of transport protodala foansfer.

I Become familiar with, and adhere to, best practices and design
patterns to ensure code maintainability, interoperability, and
scalability, and to minimize exploitable vulnerabilities.

I Learn how to build complex applications collaltbratigély
building abstractions and APIs, naming conventions,
documentation, and organizing.
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I Compare and contrast existing frameworks and approaches and
develop an insight into the tectonic forces that are driving the
trends.

Prerequisite$3eneral pregaisites.E/EEC&011 3.00

EEC314143.00Information Networks

Information networks are effective representations of pairwise
relationships between objects. Examples include technological networks
(e.g., World Wide Web), online social networkSag¢elmpok),
biological networks (e.g., P#totBiotein interactions), anade. The

study of information networks is an emerging disoimhme e
importance that combines graph theory, probabibtysacsl data

mining and analysis, and catimeal sociacience. This course
provides students with both theoretical knoariddgeactical
experience of the field by covering moddtgoaitiims of information
networks and their basic propertaddition, analysis of information
networkprovides the meansetlore large, complex data coming
from vastly diverse sources amdfoton computational problems and
better decisions. Topics inclimesic graph theory, network
measurements, network models, comnuatégtion, graph
partitionmy link analysis, link prediciiiormation cascades &
epidemics, influence maximization, neiggyrkkecommendation
systems, mining graphs, and connectiprableams in the social
sciences and economics.

Learning Outcomes for the course:

I Understaniolsic graph theory concepts and network analysis.

I Develop a quantitative and qualitative intuition of the role of
information networks in social and technological systems.

I Develop a quantitative and qualitative intuition cimeysisrk
methods andgakithms.

I Understand the tools and concepts aimed at analysing the
structure and dynamics of networks arising from the interplay of
human behavior, sodiechnical infrastructur@sformation
diffusion araological agents.

I Obtain practical experiena&imgp with software and tools for
largescale social and information network analysis.
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Prerequisites: General prerequisited;E/EECS3421 3.00Q
LE/EECS3101 3.8CGMATH030 3.00

EECS14153.00Big Data Systems

Storing, managing, and processing datasébsindational to both
computer science and data science. The enormous size of today's data
sets and the specific requirements of modern applcassitated

the growth of a new generation of data managsteers;, where

the emphasis is put astrifhuted and fatdleranprocessing. New
programming paradigms have evolved, an abunitdogaatibn
platforms offering data management and analysis agpeaced

and a number of novel methods and tools halevekged. This
course introdes the fundamentals of bigsiatage, retrieval, and
processing systems. As these fundamentai®dweed, exemplary
technologies are used to illustrate how lgstates can leverage
very large data sets that become avaiabggh multipleuwsces and

are characterized by diverse leveloluhe (terabytes; billion
records), velocity (batch:tireatstreaming) and variety (structured;
semustructuredjnstructured). Topislude: software frameworks for
distributed storage and procgs$iery large data sets, MapReduce
programming model, queryistruaftured data sets, column stores,
keyvalue stores, docunstnotes, graph databases, distributed stream
processing frameworks.

Learning Outcomes for the course:

I Assess the limitatiook traditional architectures for storing,
retrieving and processing data.

I Design alternative big data architectures and assess their
tradeoffs.

I Work with systems and tools for storing, retriguoceasthg
big data.

I Understand novel methodskymidithms for processing big data
(as they appear in technical reports and other literature) and
port/transfer them in teclgyadolutions and applications.

I Develop novel methods and software programs that store,
retrieveand procedsg data in multipeenarios.

Prerequisites: General prerequisites; LE/EBEE 3.00
LE/EECS3101 3.00
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EECS1421 3.00 Introduction to Robofintegrated wiHHCS5324
3.00)

The course introduces the basic concepts of robotic manipulators and
autonomous systems. Afteviaw of some fundamental mathematics

the course examines the mechanics and dynamics of robot arms,
mobile robots, their sensors and algorithms for controlling them. A
Robotics Laboratory is available equipped with a manipulator and a
moving platform hwionar, several workstations and an extensive
collection of software.

Learning Outcomes for the course

I Explain the basic terms and key concepts behind mobile robots
and robot arms.

I Analyséhe forward and inverse kinematics of mobile robots and
robot arms.

I Apply basic mathematical techniques to solve problems in
robotics.

I Analysé¢he effects of noise in robotic navigation.

I Use techniques to reduce the effects of noise in robotic
navigation.

I Develop software to solve problems in robotics.

Prerequisites: General prerequisitesSC/MATED25  3.00,
SC/MATEB10 3.0Q,E/EEC&031 3.00

EECS1422 3.00 Computer Visjomegrated wiHEC 5323 3.00)

This course introduces the fundamental concepts of vision with
emphasis on computer science. In particular the course covers the
image formation process, colour analysis, image processing,
enhancement and restoration, feature extraction and matching, 3
parameter estimation and applications. A Vision Laboratory is available
equipped with cameras, workstations, image processing software and
various robots where students can gain practical experience.

The course includes 12 hours of supervised lab sessions.

Learning Outcomes for the course
I Explain the basic terms and key concepts in computer vision.
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I Apply basic mathematical techniques to solve problems in
computer vision.

I Develop software to solve problems in computer vision.

I Analyséhe effects of noisecomputer vision algorithms.

I Use techniques to reduce the effects of noise in computer vision
algorithms.

Prerequisite&eneral prerequisite€/MATH25 3.00;
SC/MATEB10 3.0@;E/EEC&031 3.00

EECS1425 3.00 Introductory Computational Bioinfornfatts
offered 2017/2018)

This course is intended to provide an introduction to theoretical and
practical foundations necessary to a computer scientist working in the
bioinformatics fieltbpics covered in the course include molecular
biology for compuserentists; sequencing analysis algorithms; NCBI,
National Centre for Biotechnology Information, BioJava, Java tools for
processing biological d&imlogical databases; Phylogenetic trees;
microarray data analysis for gene expression.

Prerequisite&eneal prerequisite/EEC3Z11 D0

EECS1431 3.00 Advanced Topics in 3D Computer Graphics
(integrated wi#ECS331 3.00)

This course discusses advanced 3D computer graphics algorithms.
Topics may include direct programming of graphics hardware via pixel
and vertex shaders, -teaé rendering, global illumination algorithms,
advanced texture mapping andliastng, dataswualization, etc.
Realtime image generation (rendering) techniques and direct
programming of graphics hardware via pixel and vertex shaders are
technology that is increasingly used in computer games. Furthermore,
these are also often used for comp@iatiotensive applications as
graphics hardware has far surpassed the raw comhpoato of
traditional CPUOslvaficed texture mapping andalmsing
algorithms are used to create better quality inmagdgwhess

digital artefactsloBal iumination algorithms are used to generate
images that are indistinguishable from real photos. Such images are
used in the film industry, architecture, games, and lighting design.
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Visualization is a key technology for dealing with large data volumes,
whit are typically generated by computational simulations (weather

forecasting, aerodynamic design, etc.) or by sensor networks (satellites,
geology, etc.). In these fields, visualization in graphical form enables
humans to understand the vast amounts afdddta phenomena

that they represent.

Twaehour lab sessions will be held during 6 weeks of the course.

Learning Outcomes for the course

I Describe and use advanced hardware platforms, such as shader
based streaming processors, in computer gyapnes.

I Describe approaches that solve the rendering equation, and
model advance concepts related to global illumination.

I Explain and measure performance issues related to interactive
computer graphics applications.

I Implement myptass rendering apptesc to solve rendering
and image processing problems.

I Model scenes in rale that include reflective and refracted
surfaces.

I Compose CG elements into images of captuventideal
environments using image based lighting.

I Dynamically generate new geomelements within the
graphics pipeline using geometry and tessellation shaders.

Prerequisite&eneral prerequisitdS’'EEC3021 4.00;
LE/EEC3#31 3.00
Course Credit Exclusi@3SC4331 3.00

EEC31441 3.00 Human Computer Intera@titegrated with

EECS351 3.00)

This course introduces the concepts and technology necessary to
design, manage and implement interactive software. Students work in
small groups and learn how to design user interfaces, how to realize
them and how to evaluate the end Beshltdesign and evaluation

are emphasizétle topics of this course will be applied in practical
assignments and/or group projects. The projects will consists of a
design part, an implementation part and user tests to evaluate the
prototypes.

Prerequisite&eneral prerequisitds/EEC361 3.00
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Course Credit Exclusi@3sSC4341 3.00

EECS31443 3.00 Mobile User Interfaces

Students learn how to design, implement, and test user interfaces for
contemporary mobile devices such as smart phomasleand
computers. Design issues will consider the limits and capabilities of
human sensory, perceptual, cognitive, and motor behaviour and how
these impact human interaction with mobile technology. Many common
features in mobile devices are not availaddsktop computer
systems and, consequently, are not taught in other courses. As well as
a graphical display, the devices of interest for this course include touch
input (including midtich and finger pressure sensing), device
position and motion $egsvia accelerometers and gyroscopes,
environmental sensors, actuators for vibrotactile output, audio capture,
and camera input. The development of user interfaces for these devices
is complex since the target system and development systems are, by
necesty, different. Thus, the course will include instruction on the
development environment including the use of a debugger, simulator,
and emulator, and connecting the target and development systems via a
physical or wireless link, and uploading and ohgfilesdncluding

the installation of application software.

The course formatwvigekly -Bourlectures and 2 hours of lab
exercises every other week.

Prerequisite&eneral prerequisitdSSEEC3H61 3.00

EEC31452 3.00 Digital Signal Processing: fijreaad
Applications

Digital signal processing (DSP) has become the foundation of various
digital systems and communication and entertainment applications in
todayOs computer era. This course consists of two parts. The first part
introduces students toftirelamental DSP concepts, principles and
algorithms. In the second part, it covers some impoebaseddSP
applications in the real world.

This course is designed to cover most of DSP theory and algorithms

and some selected important DSP applicdabnwdjects, students

will design and implement some DSP systems in selected application

areas, such as speech and audio processing or image processing, by
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using either particular DSP hardware (such as TMS 320 series DSP
chips) or software simulatiorgetohanden experience of DSP
system design.

Learning Outcomes for the course

I Explain the operations and key components in signal processing
systems.

I Calculate time and frequency representations of digital signals.

I Analysé¢he characteristics of lidegtal systems.

I Design and implement various types of digital signal processing
systems according to specifications.

I List and describe selected-wedtl applications of signal
processing techniques.

Prerequisites General prerequisitdsE/EEC#51 30 or
LE/EECS3602 4.00

EEC31461 3.00 Hypermedia and Multimedia Technology

The course focuses this year on the design and implementation of
hypermedia presentation systems. "Hypermedia" referdite#ne non
organizatioof digital information, intwiténs (such as a word in a

text field or a region of an image) are actively linked to other items.
Users interactively select and traverse links in a hypermedia
presentation system in order to locate specific information or
entertainment, or to browdarge archives of text, sound, images,

and video. Wetkuctured hypermedia gives users a way of coping with
the "navigation" problem created by availabiltgsif fast access,
highdensity storage media.

Students will be expected to familremesetves quickly with the
Macintosh interface and basic features of the operating system.
Students will be asked to schedule themselves for at least six
hours/week lab time in the Department's Multimedia Lab, as the course
work will involve a signifizaraunt of exploration and development of
multimedia/hypermedia materials. Students will be divided into small
teams with specific responsibilities for individual exploration and
programming tasks assigned in connection with the course topics.
Tasks may takthe form of constructing presentations, prototype
applications, or the programming of useful scripts. The teams will be
asked to write short reports on their work that will be presented in class.
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PrerequisitesGeneral prerequisitdSEECH61 3.00

EEC31471 3.00 Introduction to Virtual Reality

This course introduces the basic principles of Virtual Reality and its
applications. The necessary hardware and software components of
interactive 3D systems as well as human factors are discussed. The
materibis reinforced by practical assignments and projects.

The scheduled lab sessions involve practical experimentation with
virtual environments and will support the development, presentation and
demonstration of a comprehensive student design piogertlabyo
sessions will be held alternate weeks itutdidreality lab.

Learning Outcomes for the course

I Explain the perceptual capabilities and limitations of the human
user and how they relate to an effective virtual environment.
Identify important human factors concerns.

I Describe major application aaedstechnologies for virtual
reality systems

I Implement interactive computer systems, including input,
simulation and displayygithie virtual reality metaphor.

I Simulate physical environments in a compelling manner using
immersive technology, eventndsweulation, animation and
physicainodelling

I Work in small teams to develop, test and demonstrate a
compehensive student design project.

I Design, document and present a complex project in an effective
manner covering both technical and applicatiorsgoesai

Prerequisite&eneral prerequisite€/MATH25 3.00;
SC/MATEB10 3.00;E/EEC3021 4.0@;E/EEC&031 3.00;
LE/EEC331 3.00

EECS1480 3.00 Computer Security Project

This is a capstone project course for computer security students. The
studets engage in a significant research and/or development project

that has major computer security considerations. This is a required
course for Computer Security students.
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Students who have a project they wish to do need to convince the
course director titas appropriate for course credit. They also need to
find a faculty member that agrees to supervise the project. Alternatively,
students may approach a faculty member (typically, one who is teaching
or doing research in computer security) and agcf@uggestions.

For students that are not able to find a suitable project through the
above means, the course director is responsible for preparing
appropriate projects. Any of the projects may be individual or team
projects at the discretion of tlieecdmector (coordinator).

Whatever the origin of the project, a OcontractO is required. It must state
the scope of the project, the schedule of work, the resources required,
and the criteria for evaluation. The contract must be signed by the
studenthis/her project supervisor, and the course director. A critical
course component that must be included in the contract is a project
presentation to take place after the project is finished. The course
director will arrange the presentation sessiongjeantd ahd their

faculty supervisors are required to participate. The presentations will
have a typical length oR@5ninutes, and will be evaluated by the
individual supervisor, the course director and at least one more faculty
member.

Learning Outconseor the course:

I Apply the knowledge they have gained in other computer security
courses to a rembrld system.

I Understand the computer security challenges faced by the
information technology industry.

I Articulate the questions that a particular aeeaaothr in
computer security attempts to address.

I Prepare a professional presentation that outlines the contributions
they made to the project and the knowledge they acquired.

PrerequisiteRestricted to students in the Computer Security degree.
Studentsnust have passed UB/EECSredits. Permission of the
4080/4480 coordinaaequired.

Course Credit ExclusiaiSEEC2080 3.00,E/EEC2081 6.00,
LE/EECS4082 6.00LE/EECS4084 6.00LE/EEC&88 6.00,
LE/EEC8700 6.00
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EECS1481 4.00 Computerc8Baty Laboratory

This course provides a thorough understanding of the technical aspects
of computer security. It covers network, operating system, and
application software security. Computer laboratory projects provide
exposure to various tools in asfoansettinglopics to be covered
includéccess Contrdbentification, authentication, andizatthar

trust managememgetwork Securityattacks, intrusion detection,
auditing and forensics, firewalls, malicious software, packet monitoring
and ther tools/techniques for findingorketsecurity related
problems.Operating System Secuwityreats, vulnerability, and
control, password mg@ment, accounts and privilégesdication

Software Securtyesign of secure systems, evaluatiosedaxity,

buffer overflows, database security-sidéeenand serveide

securities, tamper resistant software and hardware, finding
vulnerabilities, deveigppatches, patch distribuitimking Evil
(understand the enemy so that you can desigsoftetiee and

system&) how to build a virus, Trojan, worm, (how to detect them and
break them); remabrld vulnerability detection.

Learning Outcomes for the course
I Explain popular attacks targeting operating systems and
networks
I Write intrusialetection signatures
I Design and deploy security controls (e.g. firewalls, honeypot,
password policy etc.)
Discover vulnerabilities in computer systems
Analysand alter network traffic
Explain and identify different types of buffer. overflow

!
!
!
I Design sexe software applications

Prerequisites: General prerequisitesLE/EEC®21  3.00,
LE/EEC®14 3.00

EECS1482 3.00 Computer Security Management: Assessment and
Forensics

This course examines the organizational policy and management
aspectsof computer sgdty. It covers topics such as policies,
proceduresind standards related to access and use, compliance and
privacy, risknanagement and incident resp@pecific topics
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covered includigformation Security Fundameradsc terminology

and conceptsconfidentiality, integrity, availability, authentication,
auditing, infornmat privacy, legal aspects, Scurity Policies

security plan (how to develop one), policies, procedures, and standards,
acceptable use policies, compliance and enfopaiogrased
management ggms (how they work, examplesgss Controls

physical, technical, and data access, bipRskiddanagement

risk analysis and threat quantification, ocgtiplganing, disaster
recovenincident Responsesponsenethods, emergency response
teams, forensics principles and methodology, computer crime detection
and investigatidnappropriate Insider Activity: the problem, the cure?
Ethics

Learning Outcomes for the course:

I Describe the importance oftheagerOs role in securing an
organizationOs use of information technology and explain who is
responsible for protecting an orgarszafimm@ation assets.

I Explain the ified contingency plan approach.

I Discuss the process of developing, implementing, a
maintaining, various tygesformation security policies.

I List and describe the functional components of an information
security program List and describe the typical job titles and
functions performecdhminformation security program.

I Discuss theomponents of a security education, training, and
awareness program and explain how organizations create and
manage these programs

PrerequisiteAny 12 credits at the 3@96l

EECS1491 3.00 Simulation and Animation for Computer Games

This course pesds the conceptual foundation of simulation and
animation methods used in the Digital Media industry, including
computer games. Students will get an understanding of the theory and
technigues behind making objects "move" in an interactive environment.
The course covers all aspects, including manual animation, (semi
)automatic animation through simulation of the movement of linkages
and bodparts, animation through recordings of real motions (motion
capture), the simulation of physics for rigid batlles,ghges,

plants, and deformations, as well as combinations of these methods.
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Topics to be covered includeiples of "Classic" Animagiaces,
Transformations, and Rotatintespolation Methpdgerpolatien
Based Animatjohinematic Linkagelnverse Kinematicsiotion
capture Physically Based Animatiorodelling liquids &ses

modelling and animationgdm fgures facial mimation modelling
behavioyrspecial models famaation

Learning Outcomes for the course

I variousnterpolation methods to move objects in a virtual
environment in a believable manner
a system to simulate rigid, animated objects
movement of animated figures consisting of multiple limbs
examples of physically based animations, such as particles,
liquid and deformations.
simple methods for motion capture and interpolation for captured
motion data.

Prerequisites General prerequisitest EJEEC#331  3.00,
SC/MATEB10 3.00

EECS 4611 4.8dvanced Analog Integrated Circuit Design

The course preseathranced design techniques for the realization of
highperformance analog integrated circuits in modern technology. In
particular, higipeed and lemoise amplifiers are targeted along with
certain nonlinear components employed in -toreeretgnal
processing and narrowband applications. The features and limitations
of modern semiconductor devices are presented and the means of
abstracting these to compact models applicable to hand design are
outlined. A number of feedback system analysis aedidegigs

are presented (compensation, dogat&ntoot locus) and applied to
wideband amplifier realization. The origin of noise in electronic
components is reviewed and means of mitigating it through circuit
design explained. Key nonlinear ateome behaviour are
highlighted and applied to the design of critical nonlinear circuitry such
as switches, comparators, mixers, output stages, and power amplifiers.
Means by which robust designs treat component variability are
addressed.
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Learning Outames for the course
I Characterize and abstract the bahavienodern electronic
devices into compact models for the purpose of analog circuit
design.
I Understand and design stabilization strategies-dandvide
amplifiers.
I Understand and implement tpasifor the realization low
noise amplifiers.
I Analge and design higbeed analog switching amplifiers.
I Verify the behawio of higiperformance designs using
simulation and experimental techniques.
Prerequisit&eneral prerequisitedS|[EECS3611 4.00

EEC3I612 4.0D@igital Very Large Scale Integration

The objective of this course is to introduce the students to the design of
largescale integrated semiconductor digital systems and to promote the
application of their acquired knowledge in the jntheisi®wn
integrated system. The course lectures review, introduce, and detail the
key components of these systems (transistors, gates, arithmetic units,
hardware description languages, memories, 1/0O elements) while the
initial laboratory sessions thwestudents harus exposure to the
construction of a large digital system. This laboratory experience spans
the essential constituents of the VLSI design hierarchy including
standard cell layout, datapath arrangement, control unit design,
floorplanngn place and route, and verification. The students also gain
substantial experience with indtestiyard VLSI CAD tools as part of

their laboratory work. The remaining lab sessions are used to help the
students apply the knowledge and techniqiresl acghe course to

design and complete a custom VLSI system of their own choosing.
Besides presenting and detailing purely engineering science concepts
related to physical circuit understanding and analysis the course
presents classical designcepis critical to successful system
realization including VLSI design methodology, circuit design trade
offs, manufacturing considerations and the economics of IC fabrication.

Learning Outcomes for the course
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I Demonstrate knowledge of the contgmpir&l design
methodology and be able to cogently describe the main steps of a
VLSI design flow.

I Demonstrate the ability to approximate the physical size of an
integrated VLSI circuit given sufficient structural and technological
information.

I Discuss caginporary VLSI design IC technologies (fabrication,
structure, and applications) and be able to mathematically
articulate how they work and what their electronic capabilities and
drawbacks are.

I Demonstrate the ability to simplify advanced IC techiaologies in
basic circuit models capable of providing sufficient approximations
for firsbrder digital circuit analysis.

I Demonstrate the ability to optimize a variety of digital circuits for
energydelay performance.

I Demonstrate the ability to design and iggngeatustom
hardware stdystems such as state machines, memories, logic
arrays, busses, etc. in a modern IC technology from a library of
standard cells.

I Demonstrate the ability to apply hardware design languages for
the realization of complete it¢egrdLSI systems through
handson practice with Aowmial (greater than 10,000 gates)
examples and custom designs.

I Refining the abilityatmalysehe performance of VLSI systems
using established criteria such as latency, throughput, operational
energyonsumption as well as newly emphasized issues such as
power management and clock distribution.

I Demonstrate an understanding of the means of verifying the
operation of complex digital ICs.

I Gaining expertise in stdtbeart custom IC design tools.

I Create a practical VLSI project work plan and meet designated
deadlines towards that plan.

I Effectively communicate a personal design in person and in the
form of a written report.

Prerequisites  General prerequisited, E/EECS2200 3.00,
LE/EEC&10 3.0Q0.E/EEC301 4.00
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EECS 4613 4.Bower Electronics

This course focuses on the basic operating principles of the power
conversion using advanced electronic devices. The structure and
characteristics of switching devices are first reviewed. Basic
semiconaior devices used in power electronics circuits are discussed.
Fundamental power converters such as AC/DC rectifiers, DC/DC
switching converters and voltage source DC/AC inverters are studied.
Resonant power converters and inverters are introduged. Weekl
laboratory/tutoridlopics to be covered include switching devices in
power electronics, sipglase AC/DC uncontrolled rectifiers, three
phase uncontrolled AC.DC rectifiers:phiagge AC/DC controlled
rectifiers; DC/DC converters; isolated D@Y¥eecs singhase

DC/AC converters; resonant DC/DC converters and inverters;
applications of power electronics.

Learning Outcomes for the course

I Understand the basic operating principles of power conversion in
power electronics

I Understand the opagtprinciples of AC/DC rectifiers, DC/DC
converters, DC/AC inverters

I Demonstrate the ability to mathematically compute average and
RMS value, average power, power factor and total harmonics
distortion

I Demonstrate the ability to mathematically comghiteg swit
losses, conduction losses, and power efficiency

I Demonstrate the ability to determine the suitable control method
for the corresponding converter or inverter.

I Derive mathematical equations that characterize the voltage gain
of basic DC/DC converters.

I Demonstrate the ability to draw stiedelypperating waveforms
of AC/DC rectifiers, DC/DC converters, DC/AC inverters

I Understand the features and drawbacks of different isolated
DC/DC converters

I Understand the basic operating principles of resomant powe
conversion.

I Demonstrate the ability to design simple power electronic circuits
for realife applications.
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Prerequisite&eneral prerequisiteS/EECS 2030 3.00 or LE/EECS
1030 3.0, EEEC2210 3.00
Corequisited E/EECS3603 4.00

EECS 4614 4.80kecto-Optics

The objective of this course is to provide the students with an
understanding of the basic concepts -ofalight interaction and

control of light propagation with emphasis on modern technological
applications. It continues from the notlmglettromagnetic nature

of light and MaxwellOs equations, and applies these concepts to classical
applications in optics such as light propagation at boundaries with
metals and dielectrics. iagtter interactions are discussed
throughout the coursed gdundamental concepts of semiconductor
physics are introduced as needed. The course contents span a broad
range of topics to provide knowledge of the most important building
blocks of electoptic systems used, for example, in imaging, display,
telecomomication and sensing applications.

Engineering design will also be emphasized throughout the course in
the description of practical applications of the technologies presented
and through practical design problems in the lab. The laboratory
modules(threehour weekly) include practical and/or simulation &
design activities in topics such as: polarization of light, waveguides,
optical fibers, lasers and optical modulators.

Learning Outcomes for the course

I Demonstrates understanding of light poopagatiatter and
interfaces, and can numerically simulateehtbeiourin
multilayers

I Demonstrates understanding of light polarization and guiding, and
can design means to control them

I Comprehends light absorption and emission, and the necessary
condibns for light amplification

I Comprehends the basics of semiconductor lasers operation and
design

I Understand how to combine the constraints for higher harmonic
generation through practical design
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I Demonstrates the ability to combine severalomleatro
building blocks by designing wavbgsiel® or waveguide
coupled lasers, photoreceivers and madulators

I Demonstrates practical handskills in applying in the lab the
principles thought in class

Prerequisite&eneral prerequisiteE/EECS 2030 3dI0OLE/EECS
1030 3.00LE/EECS 3604 or SC/PHYS4020; LE/EECS2210 or
SC/PHYS3150

EECS 4622 4.0aroduction to Energy Systems

This is an introductory course for energy systems. It covers the basic
constructiomodellingnd analysis techniques in eligogreneration,
transmission and distribufiopics to be covered incltebdgstate

modelling and penfance of transmission linegles lingpower

diagrams and per-unit systetdmsittance and impedance bus matrix

for power networksad flow ahgsis fault (short circuit) anajysis
dynant dabilitydistributed power systems.

Learning Outcomes for the course

I Have a clear definition about the basic concepts such as complex
power, single line diagrams, per unit quantities.

I Power system modehtdude different componByggerator
Brransformdistatic an@idynamic loads.

I Differentiate the steatite modellingor different types of
transmission lines (sharedium, and long) and (overhead
versus underground cables).

I Analysé¢he steadgtae performance of transmission lines.

I Formulate the admittance and impedance bus model for power
networks.

I To perform powtaw studies by different methods and use it to
perform system desmmd operations using digital computer
programs.

I Perform analgdor symmetrical and unsymmetrical faults.

I Understand thdfdrent forms for power system dynamic such as
steady statieansient and dynastability.

I Understand the different topologies of distribution systems and
introduce the conceptacdtive diskiition systems with high
penetration of distributed and renewablees@miges.
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Prerequisites  General prerequisited, E/EECS2200 3.00,
LE/EEC3603 3.066CPHYS2020 3.00

EECS 4641 4.0Qroduction to Medical Devices and Biological
Instruments

This course builds on the foundation in measurement techniques by
developing the studentsO understanding of electrophysiological sensing
systems and biosensors used within the medical and biological fields.
This course applies the knowledge of electoitscand systems
techniques to the development of medical devices and biological
instruments. Background in electronic circuit design, basic knowledge of
human physiology and body system, and basic knowledge of cellular
and molecular biology are relqbeéore taking the coulsethe

design of each medical device or biological instruments, students are
also introduced the related theoretical and practical issues with a focus
on needs assessment, creativity, and innovation as they seek to identify
marlet opportunities. A detailed lispias covered within this course

is as follows.

Three lecture hours and three laboratory hours each week. The
mandatory laboratory applies the design and implementation concepts
to representative medical devicebia@iodical instruments chosen

from described devices.

Learning Outcomes for the course

I Develop an understanding of electrical measurement techniques
including EEG, EMG and ECG.

I Develop an understanding of biosensors aruFcaa@nt
techniques used éarly detection or control of diseases such as
diabetes and cancer.

I Develop an understanding of biological instruments such as cell
counter, biological electrical activitiesO recording and stimulation

I Be able tanalyseand design biomedical measurerstamsy

I Develop an understanding of the safety and regulatory issues
pertinent to medical devices.

I Develop an understanding of advanced technologies such as
microfluidics and takChips.
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PrerequisitesGeneral prerequisitég§/EECS210 4.0LE/EECS
325 4.0, BIOL 1000 3.0*

* Note a new science elective course covering the basic topics of
biological and health sciences is being designed by Kinesiology in
consultation with EECS to be offered as one of the prerequisites of this
courseln the short terBIOL1000 3.00 will serve as an adequate
substitute prerequisite untigleialized course is mounted.

EECS 4642 4.Medical Imaging Systerfmot offered 2017/2018)

This coursprovidesn introduction to several of the major imaging
modalities incluglinxray, ultrasound and magnetic resonance
technologies. The stud&arn the fundamental, operation and basic
design of medical imaging instrumentations. This course applies the
classical knowledge of physics, signal and systems techniques to the
devedpment of various medical imaging technologies. Background in
the design of medical devices; electronic circuit, and systems; basic
knowledge of human physiology, and basic knowledge of physics are
required before taking the course. Topics includeidheophys
radiography; fundamental -y Xorojection radiography aray X
computed tomography (CT); fundamental of ultrasound imaging
techniques and ultrasound imaging systems; and introduction of nuclear
medical resonance and MRI system.

Three lectureolars and three laboratory hours each week. The
mandatory laboratory applies the analysis of medical images captured
from available medical imaging instrumentations in York University.

Learning Outcomes for the course

I Explain the physics of medical insggteqs.

I Design circuits and systems for medical imaging systems.

I Explain medical image processing techniques and clinical
applications of medical imaging systems

I Employ medical imaging systems and apply low complexity image
processing techniques.

I Comparand evaluate advanced medical imaging technologies.

Prerequisites: General prerequisitesLE/EECS2210  3.00,
LE/EECS3602 4.00 or LE/EECS3451 4.00
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EECS 4643 4.Bbmedical Signal Analysis

The sensing, detection, processing, estimation and classification of
biological signals are core to biomedical engineering and important in
humarmachine interaction, biological engineering, agriculture and
other applications. This course applies tdeeretad continueus

time theory to the processing of biomedical signals that can be used to
infer the physiological state of a living organism. Background in linear
systems theory in both discrete and continuous time is required before
taking this courskopicdo be covered include origins of biomedical
signals, deterministic signal processing, stochastic processing, time
domain analysis and feature extraction; classical spectral analysis;
noise reduction and filtering-fidgeency and wavelet analysis
multidimensional and multivariate signal processing; electrical activity of
the body; biomedical signals; signal classification; applications to
medical devices.

Three lecture hours and three laboratory hours each week. The
mandatory laboratory applexepts to representative bioatedi

signal processing problems.

Learning Outcomes for the course

I Understand the processes relating biological signals to their
physiological origins, their stochastic nature and the need for
signal processing

I Extend exisg signal processing skills to multivariate,
mulichannel and stochastic signals.

I Assess, choose and implement methods to extract features of
interest in biological signals or to classify normal and abnormal
signals

I Implement appropriate signal prac@dgorithms to filter and
enhance noisy biological signals

I Design signgbrocessing solutions for important application
domains such as physiological monitoring, diagnosis,-and human
machine farfaces (e.g. for prosthetics).

Prerequisite&eneral pragaisites|.E/EECS 3602 4.00 or LE/EECS
4452 3.00
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EECS1700 6.00 Digital Media Project

This is an honours thesis course in Digital Media. Although a course
coordinator will be assigned to the course, the bulk of the course will
take place through the iotera between a supervisor and the group

of students. After two organizational meetings in September, the
students will work with their supervisor directly. The course requires an
initial project proposal that will be submitted to and approved by the
supevisor and the course coordinator (director). This is, in essence, a
contract for the project to follow. The supervisor will evaluate the
performance of the students in early January. The format of this
evaluation will vary from project to projectyéquitbenents of this
evaluation will be specified in the original project proposal. At the
beginning of the course, the course director (coordinator) will establish a
date and format for the public presentation of all Digital Media projects.
Normally helaetween reading week and the third last week of term,
this presentation will normally consist of either a short public oral or
poster presentation of the project. (The actual format may change from
year to year.) All of the faculty associated withtahéV&ig

program will be invited to attend this presentation. The individual
supervisor will mark this presentation and the final report due at the end
of the term.

The actual nature of the project will vary from student to student.
Projects will involthee design, implementation and evaluation of a
Digital Media work. The expectation is that all projects will involve
creation of a digital media artefact and possibly also the evaluation of
human interaction with the product, including an analysis of thes
results in the presentation and final report. For projects that will involve
significant subject testing and performance evaluation, it is expected
that a complete draft implementation of the system will be available by
January. Supervisors may bdyfdouin either the Department of
Electricdtngineerirgnd Computer Sciencé¢he Faculty of Fine Arts

or the Communication Studies program of the Division of Social
Science, Faculty of LA&PS.

Marking Scheme
Midterm evaluation: 30%
Public presentation evaluation: 30%
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Final report: 40%

PrerequisiteOnly open to students in the final year of the Digital
Media program.Course Credit Exclusion&/EEC&)80 3.00;
LE/EEC&81 6.00;LE/EEC&82 6.00;LE/EEC&84 6.00,
LE/EEC&088 6.0 LE/EEC&480 3.00

Access to Courses

York Enrolment System

Students enrol in courses using the Registration and Enrolment Module
(REMN, via a Web interface, typically in the few months prior to the start
of each termEECScourses occasionally reach thass size
maximum, in which case the following procedures are followed. (See
http://eecs.lassonde.yorku.ca/cstumeents/undergrads
courses/requiremefag/enrolimegtides/ for an  expanded
description and interpretation of the enrolment policy outlined below.)

Application to the Waiting Listtowards maintaining Normal
Progress

We are committed to ensuring that students majonmguter Co
Science Computer Securiigital MediaComputer Engineering,
Software Engineering and Eledingaheering camake timely
progresstowards meeting their degree requirements. However,
students who wish to take EEBE@Scourses than they néaifor
example, to accelerate their siimliegho wish to repeat a course

that they either dropped or in which they obtained unsatisfactory
grades ina preceding tergwill only be accommodated if space
permits

Normal progress consistent with congaietimes of four and three

years for fdlme students in théonours and Bachettagree

programs respectively. This entails

I Normally taking l(@mDdevel courses in calendar year one,
2000300@evel in calendar year two, etc.

I Taking up to a totakloke courses per term (four in the cases of
engineering majors due to their heavier degree requirements) that are
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any combination of 208000 and 400&:vel courses that the
prerequisite structure permits.

I When close to graduathming able to takecessary courses
within the limits specified above.

Limits on Course Enrolment

A maximum combined numbtarex (four for engineeringp00
20003000 or 400@evelEECSourses are permitted in any given fall
or winter term, subject to prereqbisites metn the summer term
students are not permitted to take more than a mawioclHECS
courses

Removal from Courses

If any student enrols in more than the allowed number of courses per
term they will be-glerolledrom whichever courses therbapnt

requires space

Prerequisites

Students aresponsible for being aware of the prerequisites of the
EECSourses into which they plan to enrol, and for ensuring that
they enrol only ithey meet the prerequisikésstprerequisites
include aninmum cumulative GPA (4.5) over all computer science
coursescompletedin the course of prerequisite auditing that the
Undergraduate Office perféempsocesshatstarts at the beginning

of eachterniNstudents will be removed from a cotingeaifidit
detemined thahey do not meet the prerequiBiiesto thenanual

and time consuming process of prerequisite auditing, removal from
courses in the case of-cmmpliance may take place at any time
before the start, or during the cdsssuch, it is inmpgve that
students review the prerequisites of their selectedStodesgs

who are de enrolled are notified byNon@genrolment action will

be reversed unless it is in error.

Coursedakenoutside the Department

Students wishing to take Computer Science courses at another
institution should subrhgtéer of Permissiof.OB to the University

(on linehttp://www.registrar.yorku.ca/enréidofEECS coessthe

LOP will be sent by the RegistrarOs Office to the department for
adjudicatioriFor the purpose of satisfying degree requirements, the
number of computer science codESgSgourses) credits taken
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outside the Department of Electrical Engine€mm@uiér Science

may not exceed 6 creditsone computer science courses, and 12
EECSredits in totddr the duration of the studentOs program of study
Transfer Credit assessed at the point of Admission is included as credit
taken outside the Deparit

Definition of Core Courses

These are courses requireadllidegree programs in Computer
Science and Computer Security. The core computer science courses
are EEC3001, EEC3019, EEC3Q012 EECS1022, EECS2030,
EECR001, EECR011, EEC2021, EECR031, EECS8101, and
EECS8311. Core mathematics courses are MATH1300 3.00,
MATH1310 3.00, and MATH1090 3.00.

Normal Order of Study

This section presents a summary of course requirements only for the
computer scienpeograms, by suggesting the normal order in which
courses should be tal@ee also under theadingimits on Course
Enrolme@Students are strongly encouraged to consult the checklists
for each program type (compaience, computer security, digital
media and computer engineering) at the end of this calendar (hard copy
version) or dime at the URL

http://eecs.lassonde.yorku rcafdgstudents/undergramsirses/

Archived checklists for previous years, and earlier versions of the
supplemental calendar are found at the URL
http://eecs.lassonde.yorku.ca/cstueents/undergrads
courses/eessipplementahlendars/

The terms Ofirst yearO, Osecond yearO, etc., below indicate the year of
study fonormal progreby fulltime students in a computer science
degreeWe notenhait progress in oneOs program of study is not based
onyearof study but rather on attainmentpktiequisite3 hus the

following is an illustration only.

100@eveN first year
¥ FallN EEC3001 1.00EEC3012 3.00,EEC3019 3.00,
MATH1300 3.00
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¥

Winte N EEC3001 1.00 (continued from the falbthis

course meets once every two weeks and spans fall and winter
termsEEC3@®23.00, MATH1310 3.00.

Additional credits toward satisfying general education, Faculty
requirements, second major progralectimeerequirements

for an approximate grand total of 30 credits.

Normal progress is &iCSourse per term (in the context of

this restriction 1049102&re viewed dATH courseand

1001 does not add to the count, due its small credit weight).

2000eveN second year

¥
¥

¥
¥

¥

EECS2030 3.0BC2001 3.0G6ECR011 3.QEEEC2031

3.00 MATH1090 3.80

Specialised HonowisTH1025 3.00, MATH20380 3.0

Other Honours progravi&TH2030 3.0

Additional credits toward satisfying general education, Faculty
requirements, second major program, or elective requirements
for an approrate grand total of 30 credits.

Normal progress is tHEE€ S ourses per term.

3000eveN third year

¥

12 EECScreditsminimumat the 300@vel satisfying the
breadth requirem8hEECS101 3.0GEECS3311 3.00, and
one oEECS221 3.00 ®ECS215 4Q

3 credits from amd&gC3401 3.0EECS421 3.00,
EECS461 3.00

All BA and BSc Honours-€iedit) prograntECS000

3.00

BA and BSc (8@edit) progran® additionBECS3000evel
credits

BA and BSc Specialised Honours pr&)eaddaion&lECS
3000evel credits

8 Althou gh MATH1090 is not a 3000-level general prerequisite it is required for some 3000-level
core courses and therefore students should plan to complete it in year two.
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¥ Additional credits toward satisfying general education, Faculty
requirements, second major progranttive elequirements
for an approrate grand total of 30 credits.

¥ Normal progress is tHEE€ S ourse per term.

400@eveN fourth year, honours programs only

¥ 12 EECScredits at the 40@@el (except for the Honours
Minor BA degree which normally requires a maximum of 6
credits at the 40@9el), including oneE&IC&101 3.00 or
EEC8111 3.00 orEEC8115 3.00 for the Specialised
Honours programs

¥ 6 additionaEECScredits at the 3000r 400@evel for
Specialised Honours programs

¥ Additional credits toward satisfying general education, Faculty
requirements, second major program, or elective requirements
for an approximate grand total of 30 credits.

¥ Normal progressthredeeECSourses per term

Prerequisites for all EECS Courses

In exceptional circumstances some prerequisites or co requisites may
be waived at the discretion of the undergraduate director in consultation
with the course director, where it emergdbettsitident has
equivalent academic preparatih.petitions to have-poe co

requisites waived must be submitted to the undergraduate office
Course directors may not waive prerequisites

It is required that students fulfil the prerequisitesdsrtioey wish

to take.

There are bogeneralprerequisites that are requireddstEECS

coursesit the specified leartlspecificprerequisites for each course

that are in addition to the general prerequisites. Both types of
prerequisites incluBECS courses and mathematics courses, and
there may be grade requirements in the prerequisite courses. The
prerequisites are listed after each course description

Degree Program Checklists
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See also URLs http://eecs.lassonde.yorku.ca/current
students/undergramgirses/ (current) or
http://eecs.lassonde.yorku.cantsiudents/undergrads
courses/eeessipplementablendargarchive)
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Lassonde School of Engineering BSc Specialised Honours (2016-17)

(no stream)
Software Development
Course Cr. M Course Cr. M
EECs1001 1 [] 1001 1 [
EECS/MATH1019 3 [] 1019 3 [
EECS1012 3 [ 1012 3 [
EECS1022 3 [] 1022 3 [
EECS2001 3 [ 2001 3 [
EECS2011 3 [ 2011 3 [
EECS2021 4 [ 2021 4 [
Eecs2030 3 [ 2030 3 [
EECS2031 3 [ 2031 3 [
EECS3000 3 [ 2311 3 [
EECS3101 3 [ 3000 3 [
EECS32150r3221 3 [ 3101 3 [
gecs3stt 3 L1 | 32150r3221 3 [
0"933’;554%31“01‘ 3 [ 3311 3 [
EECS3xxx 3 [ 3342 3 [
3421 3 [
3461 3 [
+EECS41xx 3 [ | +EECS41xx 3 [
EECS4xx 3 [ 4000 6 [
EECS4xxx 3 [ 312 3 [
EECS4xxx 3 [ 4313 3 [
EECS 3ordxxx 3 []
EECS3ordxxx 3 [] _
EECS total: 62 _ 65
MATH1090 3 [ | MATH1090 3 [ ]
MATH1300 3[ ] MATH1300  3[ ]
MATH1310 3 [ ] MATH1310  3[_]
MATH1025 3[ ] MATH1025  3[]
MATH2030 3[] MATH2030 3 []

3 additional credits in non-EECS science subjects---this is applicable to each column above

Non Science (General Education) courses for the BSc:
*Non Science (Gen Ed) 12 [_]
**Lab courses 6]
Additional courses to satisfy credit sub-totals for B.Sc. Specialised Honours:

non-C$, non- J
MATH/Stats/non-ITEC 30

3xxx level and 4xxx level 42 []

Additional courses to satisfy 120 credit total for B.Sc. Specialised Honours:
120 (]
+ EECS/IMATH4161 3.0 may not be used to satisfy this requirement
* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room LAS 1012.

** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00, BIOL 1001 3.00 (or BIOL 1010 6.00), CHEM 1000 3.00,
CHEM 1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010 6.00

13¢



Lassonde School of Engineering BA Specialised Honours (2016-17)

(no stream) Development

Course Cr. M Course Cr. M

EECs1001 1 [] 1000 1 [
EECS/MATH1019 3 [ 1019 3 []
EEcs1012 3 [ 1012 3 [
EECs1022 3 [ 1022 3 []
EECS2001 3 [] 2001 3 []
EECs2011 3 [ 201 3 [
EECS2021 4 [] 2021 4 [
EECS2030 3 [ 2030 3 [
EECS2031 3 [ 2031 3 []
EECs3000 3 [ 2311 3 [
EECs3tol 3 [ 3000 3 [
EECS32150r 3221 3 - 3101 3 :]
eecsssu 3 [ 32150r3221 3 [
o s st 3 [ ssu 3 [
EECS3xxx 3 [] 3342 3 [
3421 3 []
3461 3 []
+EECsalxx 3 (1| +EECsaix 3 [
EECSaxxx 3 [ 4090 6 [
EECSaxx 3 [ 12 3 [
EECSaxxx 3 [ 4313 3 [
EECS 3or4xxx 3 []
EECS3or4xxx 3 []

EECS total:_62 _6
MATH1000 3[] MATH1000 3 []
MATH1300 3[] MATH1300  3[]
MATH1310 3[] MATH1310  3[]
MATH1025 3[] MATH1025  3[]
MATH2030 3[] MATH2030 3 []

General Education courses for the BA:
21 credits of General Education chosen from Humanities, Natural Science ~ SOSC ]
and Social Science courses at any level, including a minimum of six credits ~ HUMA [
in each of Humanities, Natural Science and Social Science . A maximum of NATS [
9 credits in each of the three areas (Humanities, Natural Science and Social
Science) will count towards fulfillment of General Education requirements.

Electives: Courses outside major and
other requirements 18]

Additional courses to satisfy credit sub-totals for the BA:

non-CS, non- 30 —
MATH/Stats/non-ITEC

4000-level 18 (]

3000+4000 level 36 [

Additional courses to satisfy 120 credit total: 120 [
+ EECS/MATH4161 3.0 may not be used to satisfy this requirement.
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International Dual Degree BSc Specialised Honours
s

Course

Cr.

Lassonde School of Engineering

EECS1001
EECS/MATH1019
EECS1012
EECS1022
EECS2001

Courses typically

means

means

means

EECS2011
EECS2021
EECS2030
EECS2031
German
lang/culture
Greek
lang/culture
EECS3000
EECS3101
EECS3221 or 3215
EECS3311
EECS3421
The credit count of EECS4xxx
+EECS41xx 3
EECS4088 6.0
(Undergrad
Thesis)
EECS 3 or 4xxx
EECS 3 or 4xxx
EECS 3 or 4xxx
EECS 3 or 4xxx
EECS total:

DWWAWWWW WP

o000 O 0000000000

W wwww

be at least 12.00

3
@

UL

W wwwo

o
N

MATH1090
MATH1300
MATH1310
MATH1025 31
MATH2030 3]
NEW since 2012/13: 3 additional credits in non-EECS science subjects
Non Science (General Education) courses for the BSc:
Non Science 18 |

00 ooooQ O

**Lab courses 6

Additional courses to satisfy credit sub-totals for B.Sc. Specialised Honours:
non-CS, non-MATH/Stats/non-ITEC 30
3xxx level and 4xxx level 42/

Additional courses to satisfy 120 credit total for B.Sc. Specialised Honours:

120
+ EECS/MATH4161 3.0 may not be used to satisfy this requirement.

** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00,
BIOL 1001 3.00 (or BIOL 1010 6.00), CHEM 1000 3.00, CHEM 1001 3.00, PHYS 1410 6.00 or

PHYS 1420 6.00 or PHYS 1010 6.00
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Computer Security - Specialised Honours Degrees 2016-17 Checklist
Lassonde School of Engineering

BSc Degree BA Degree
Course Cr. M Course Cr. M_
EECS1001 1 L EECS1001 1 L
EECS/IMATH1019 3 [] EECS/MATH1019 3 []
EECs1012 3 [ EEcs1012 3 [
EECs1022 3 [ EECS1022 3 []
EECs2001 3 [ EECS2001 3 []
EECS2011 3 [] EECs2011 3 [
EECS2021 4 [ EECS2021 4 [
EECs2030 3 [ EECS2030 3 [
EECS2031 3 [ EECS2031 3 []
EECS3000 3 [] EECS3000 3 []
EECS301 3 [ EECS3101 3 []
EECS3221 3 [] EECS3221 3 []
EECS3311 3 [] EECS331l 3 [
EECS3213 3 [] EECS3213 3 []
EECS3214 3 [ EECS3214 3 [
EECS3421 3 [] EECS3421 3 []
EECS3481 3 [ EECS3481 3 []
EECS3482 3 [] EECS3482 3 []
EECS4480 3 [ EECS4480 3 []
EECS4413 3 [] EECS4413 3 []
EECS4481 4 [ EECS4481 4 []
EECS4482 3 [] EECS4482 3 []
EECS total:_ 66 66
MATH1025  3[ ] MATH1025 3 [ ]
MATH1090  3[] MATH1090 3 []
MATH1131  3[] MATH1131 3 []
MATH1300  3[ ] MATH1300 3 []
MATH1310  3[ ] MATH1310 3 []
MATH2030  3[] MATH2030 3 []
*PHIL2075 or
s1s3500 3 [ | PHIL2075 or sTS3500 3 [ ]
Non Science (General
Education) courses for
the BSc: General Education
*+ Non Science (Gen
Ed) 12 []
**Lab courses 6 ]| seeBachelor BADegree 21 [ ]
Additional courses to satisfy credit sub-totals:
non-CS, non- non-CS, non-
MATH/Stats/non-ITEC 30 - MATH/Stats/non-ITEC 30 D
3000- and 4000-level 42 ] 4000-level 18 []
Total Credits: 120 [ ] 120 [

* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room LAS 1012. If PHIL2075 is
taken 9 credits more are required to satisfy the general education requirement.
+S0SC2312 9.0 or SOSC2340 9.0 are highly recommended.

** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00, BIOL 1001 3.00 (or BIOL 1010
6.00), CHEM 1000 3.00, CHEM 1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010 6.00
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LASSONDBSpeciaked Honours BA ProgramDIGITAL MED(&alendar Copy 2618)

Specialised Honours BA Programs

All Specialised Honours BA degree candidates must complete the following:

THE PROGRAM CORE:

¥ FA/DATT 1000 6.68/DATT 1100 3.68/DATT 2050 3.88/DATT 2100 3.00

¥ LE/EECS 1012 3.0HEECS 1019 3;QE/EECS 1710 3.08/EECS 1720 3.08/EECS 2030 3.08/EECS 2011
3.00LE/EECS 4700 .8C/MATH 1025 3.00

¥ 6 credits in AP/COMN or SC/STS at the 3000 level or above;

¥ 6 credits in the School of the Arts, Media, Performance and Design (not DATT);

¥ 6 credits frofAA/DANC 1900 3.B8/FILM 190008, FA/MUSI 1900 3.68/THEA 1900 3.B8/VISA 1900 3,00
FA/YSDN 1900 300

SPECIALISED HONOURS BA PROGRAMS (DIGITAL MEDIA DEVELOPMENT)

¥ the Program Core;

¥ FA/DATTODO 3.00FA/DATT 2010 3.68/DATT 3700 6.00

¥ LE/EECS 2031 3.00

¥ SC/MATH 1131 3d¥$C/MATH 2565 3.00

¥ 3 credits chosen fré?A/DATT 3200 3.68/DATT 3300 3.68/DATT 3930 3.68/DATT 393100 FA/DATT 3935
3.00 FA/DATT 3938 3.B68/DATT 3940 3.68/DATT 3941 3.00

¥ 6 credits chosen frafa/EECS 3214 3.0B/EECS 3421 3.0B/EECS 3431 3.0B/EECS 3461 3.00

¥ 9 credits chosen frafa/EECS 4413 3.0B/EECS 4431 3A(E/EECS 4441 3.0B/EECS 4443 3.0B/EECS 4461
3.00LE/EECS 4471 3:A(E/EECS 4491 3:00

SPECIALISED HONOURS BA PROGRAMS (DIGITAL MEDIA ARTS)

¥ the Program Core;

¥ FA/DATT 2000 3.88/DATT 2010 3.68/DATT 3700 .00

¥ LE/EECS 3461 3.00

¥ 6 credits chosen frémA/DATT 3200 3.68/DATT 3300 3.68/DATT 3930 3.BADATT 3931 3,00A/DATT 3935
3.00 FA/DATT 3938 3.B8/DATT 3940 3.88/DATT 3941 3.00

¥ 3 credits chosen frafa/EECS 4413 3.0B/EECS 4431 3A(E/EECS 4441 3.0B/EECS 4443 3.0B/EEC8461
3.00LE/EECS 4471 3:a(E/EECS 4491 300

¥ 6 credits chosen frétA/DATT 4300 3.B8/DATT 4930 3.68/DATT 4931 3.68/DATT 4932 3.68/DATT 4935
3.0QFA/DATT 4940 3.B8/DATT 4053.00

SPECIALISED HONOURS BA PROGRAMS (DIGITAL MEDIA GAME ARTS)

¥ the Program Core;

¥ FA/DATT 2300 3.68/DATT 2301 3.68/DATT 2500 3.68/DATT 2501 3.68/DATB300 3.Q0FA/DATT 3701
6.0GFA/DATT 4300 3.00

¥ 3 credits chosen frafi/EECS 3214 3.0B/EECS 3421 3.0B/EECS 3431 3.0B/EECS 3461 3.00

¥ 3 credits chosen frétA/DATT 32@00Q FA/DATT 3930 3.68/DATT 3931 3.68/DATT 3935 3.88/DATT 3938
3.00 FA/DATT 3940 3.88/DATT 3941 3.00

¥ 3 credits chosen frafa/EECS 4413 3.0B/EECS 4431 3A(E/EECS 4441 3.0B/EECS 4443 3.0B/EECS 4461
3.0QLE/EECS 4471 3AE/EECS 4491 300

¥ 3 credits chosen frétA/DATT 4930 3.B8/DATT 4931 3.BB/DATT 4932 3.B8/DATT 4935 3.68/DATT 4940
3.00FA/DATT 4950 3.00

NOTES:

1 Six credits in COMN/STS can be used to satisfy both part of the general education (SOSC) requiceeutitsts and the si

in COMN/STS requirement.

2 Uppetevel credits: a minimum of 36 credits must be at the 3000 or 4000 level, at least 18 credits of which must be a

4000 level.

Additional elective credits must be completed, as required, for an ovéealttd20 efedits. Some students may be

required to take more than 120 credits.

* These courses require prerequisites that are not part of the program requirements.

** These six credits can be used to satisfy the humanities area general edneationbetusPD and LE.

An optional Internship of 4,8,12 or 16 months is open to DIGM majors via the Lassonde PEP Program.

For the General Education requirement see the Bachelor BA in COSC checklist.

w
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Lassonde School of Engineering BSc Honours (2016-17)

Course Cr.

EECS1001 1
EECS/MATH
1019

EECS1012
EECS1022
EECS2001
EECS2011
EECS2021
EECS2030
EECS2031
EECS3000
EECS3101

EECS3221 or
3215
EECS3311 3
One of
EECS3401, 3
3421, 3461

N000 0 00 00oooooood o™

w

EECS4xxx
EECS4xxx
EECS4xxx
EECS4xxx
EECS total:

W w W w

o
@

MATH1090
MATH1300
MATH1310
MATH2030

(000

6 additional credits in non-EECS science subjects---this is applicable to each column above
Non Science (General Education) courses for the BSc:
* Non Science (Gen Ed) 12 []
**Lab courses 6]

Additional courses to satisfy credit sub-totals for B.Sc. Honours:

non-CsS, non-
MATH/Stats/non-ITEC 3]
3xxx level and 4xxx level 42 []

Additional courses to satisfy 120 credit total for B.Sc. Honours:

120 []

* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room LAS 1012.

** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00, BIOL 1001 3.00 (or BIOL 1010 6.00), CHEM
1000 3.00, CHEM 1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010 6.00

NOTE. A linear algebra course such as MATH1025 3.00 is highly recommended.

13¢



Lassonde School of Engineering

BA Honours (2016-17)

Course Cr.

EECS1001 1
EECS/MATH

1019
EECS1012
EECS1022
EECS2001
EECS2011
EECS2021
EECS2030
EECS2031
EECS3000
EECS3101
EECS3221 or

3215
EECS3311 3

One of
EECS3401, 3
3421, 3461

0w W w s 0w W ww

(000 0O 00 0oobooooot o

w

EECS4xxx
EECS4xxx
EECS4xxx
EECS4xxx

W w W w

EECS total:

o
@

MATH1090
MATH1300
MATH1310
MATH2030

W W w

Ooo0

21 credits of General Education chosen from Humanities, SOSC
Natural Science and Social Science  courses at any level, HUMA
including a minimum of six credits in each of Humanities, NATS
Natural Science and Social Science . A maximum of 9
credits in each of the three areas (Humanities, Natural
Science and Social Science) will count towards fulfillment of
General Education requirements.

Electives: Courses outside major and
other requirements 181

Additional Requirements for the Honours BA:
VATHIS o TEC s
4000-level 18]
3000+4000 level 36
Additional courses to satisfy 120 credit total: 120 ]

NOTE. A linear algebra course such as MATH1025 3.00 is highly recommended.

14(
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International Honours Bachelors Degrees (iBSc, iBA) 2016-17 Checklist

Lassonde School of Engineering

iBSc Degree iBA Degree
Course Cr. lz Course Cr. M
EECS1001 1 O eecsi001 1 [
EECS/MATH1019 3 [] EECS/MATH1019 3 []
EECS1012 3 [ Eecs1012 3 []
EECS1022 3 [ EEcs1022 3 [
EECS2001 3 [ EECS2001 3 []
EECS2011 3 [ EECS2011 3 []
EECS2021 4 [ EECS2021 4 []
EECS2030 3 [ EECs2030 3 []
EECS2031 3 [ EECS2031 3 []
EECS3000 3 [ EECS3000 3 [
EECS3101 3 [ EECS3101 3 [
EECS3221 or 3215 3 [ EECS3221 or 3215 3 [
EECS3311 3 [ EECS3311 3 []
One of EECS3401, 3 [ ] |oneofEECS3401, 3421, 3 []
3421, 3461 3461
EECS4xxx 3 [ EECS4xxx 3 []
EECS4xxx 3 [ EECS4xxx 3 []
EECS4xxx 3 [ EECS4xxx 3 []
EECS4xxX 3 [ EECS4xxx 3 []
EECS total: 53 53
3 additional credits in non-EECS science subjects.
MATH1025 3]
MATH1090 3] MATH1090 3[]
MATH1300 3] MATH1300 3[ ]
MATH1310 3] MATH1310 3 []
MATH2030 3] MATH2030 3[]
International Component International Component
language courses 12to 18 [_] language courses 18
international studies 18to 12 [_] international studies 12
exchange term exchange term
* Non Science (Gen Ed) 12 [] |General Education
*Lab courses 6 [ |21 credits; See BachelorBA. 21 []

Credit Totals (120), Upper Level and Other Requirements: See the BA or BSc Honours degrees

* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room LAS 1012.

** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00, BIOL 1001 3.00
(or BIOL 1010 6.00), CHEM 1000 3.00, CHEM 1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010
6.00
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Lassonde School of Engineering

EECS Minor (BSc, BA). Must be paired with an
honours major for a total of 120 credits

2016-17 Checklist

B.Sc. B.A.

Degree Degree

Course cr. Course cr.
EECS/MATH 3 L] EECS/MATH 3
1019 1019

EECS1710 3 ] EECS1710 3 (|

or or
EECS1012 EECS1012
EECS1720 3 [ EECS1720 3 [
or or

EECS1022 EECS1022

EECS2030 3 ] EECS2030 3 ]

EECS2011 3 ] EECS2011 3 L]
Atleast 15 15 [ Atleast 15 15 [
EECS credits EECS credits
with 2nd digit with 2nd digit
not 5; nine not 5; nine
credits must credits must
be EECS3xxx be EECS3xxx
or EECS4xxx or EECS4xxx
EECS total: 30 L] 30 [ ]
Non Science 12 See Honours |General 21 See Bachelor
* BSc checklist |[Education BA checklist
**Lab 6 See Honours
courses BSc checklist

Additional courses to satisfy credit sub-|
totals for a B.Sc. Honours:

Additional courses to satisfy credit sub-

totals for a BA Honours:

* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room

LAS 1012

** The Lab requirement must be fulfilled by taking 6 credits from the following:

BIOL 1000 3.00, BIOL 1001 3.00 (or BIOL 1010 6.00), CHEM 1000 3.00, CHEM

1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010 6.00

Note: SC/EECS 1020 3.00 can be substituted for the pair
SC/EECS1710 3.00 and SC/EECS1720 3.00 toward satisfying the
minor requirements as long as the credit count for the minor

remains 30 minimum
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Bachelor's Degrees: BSc and BA 2016-17 Checklist
Lassonde School of Engineering

B.Sc. Degree B.A. Degree
Course Cr. Course Cr. M
EECS1001 1 :] 1001 1 [
EECS/MATH1019 3 — 1019 3 [
EECS1012 3 —J 1012 3 [
EECS1022 3 [ 1022 3 [
EECS2001 3 [ 2001 3 [
EECS2011 3 [ 2011 3 [
EECS2021 4 [ 2021 4+
EECS2030 3 ] 2030 3 [ |
EECS2031 3 [ 2031 3
EECS3101 3 [ 3101 3 [
EECS3221 or 3215 3 [ 3221 or 3215 3 [
EECS3311 3 [ 3311 3 [
One of EECS3401, One of 3401, 3421,
3421, 3461 3 [ 3461 3 [
EECS3xxx 3 [ 3x0xx 3 [
EECS3xxx 3 (| 3xxx 3 (|
EECS total: 44 EECS total: 44
9 additional credits in non-EECS science subject; 3 of
these must be at the 2000 level or above
MATH1090 3] MATH1090 3]
MATH1300 3] MATH1300 3]
MATH1310 3] MATH1310 3]
Non Science (General Education) courses for the BSc: General Education
21 credits of General Education chosen from SOSC ]
Humanities, Natural Science and Social HUMA  []
Science courses at any level, includinga ~ NATS [
minimum of six credits _in each of
+ Non Science (Gen I—_lumanities, Natural Science and Social
12[] Science . A maximum of 9 credits in each of
Ed) the three areas (Humanities, Natural Science
and Social Science) will count towards
fulfillment of General Education requirements.
**Lab courses 6 []
E\ectivgs (outside EECS and not 18
otherwise required) [
Total Credits: 9% L] 90 L]

* Obtain a list of acceptable Lassonde Non Science courses from the Advising Centre in Room LAS 1012.
** The Lab requirement must be fulfilled by taking 6 credits from the following: BIOL 1000 3.00, BIOL 1001 3.00 (or BIOL 1010
6.00), CHEM 1000 3.00, CHEM 1001 3.00, PHYS 1410 6.00 or PHYS 1420 6.00 or PHYS 1010 6.00
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LASSONDEBA 96Credit Prograrim DIGITAL MEDIBglexdar Copy 20157)

DIGITAL MEDIA BACHELOR OF ARTS

« FA/DATT 1000 6.00; FA/DATT 1100 3.00; FA/DATT 2050 3.00; FA/DATT 2100 3.00; FA/DATT 3700 6.00;

« one of the following pairs of courses: FA/DATT 2000 3.00 and FA/DATT 2010 3.00 ORFA/DATT 2500 3.00 and FA/DATT
2501 3.00;

« LE/EECS 1012 3.00; LE/EECS 1019 3.00; LE/EECS 1710 3.00; LE/EECS 1720 3.00; SC/MATH 1025 3.00; FA/DATT 2011
3.00; FA/DATT 2030 3.00;

« 3 credits chosen from: LE/EECS 3214 3.00, LE/EECS 3421 3.00, LE/EECS 3431 3.00, LE/EECS 3461 3.00;

+ 3 credits in AP/COMN or SC/STS at the 3000 level or above; *

* 6 credits from FA/DANC 1900 3.00; FA/FILM 1900 3.00; FA/MUSI 1900 3.00; FA/THEA 1900 3.00; FA/VISA 1900 3.00;
FA/YSDN 1900 3.00; +

+ 6.0 credits chosen from: FA/DATT 3200 3.0; FA/DATT 3300 3.00; FA/DATT 3930 3.00, FA/DATT 3931 3.00, FA/DATT 3935
3.00, FA/DATT 3938 3.00, FA/DATT 3940, FA/DATT 3941

NOTES:

1 * These three credits can be used to partially satisfy the social science general education requirement.

2 ** These six credits can be used to satisfy the humanities area general education requirement.

3 All Bachelor BA students must complete 18 credits at the 3000 or 4000 level at least 12 credits of which are in the major.
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1!D"E4E

57-2,%F'(2%1.C2)')%

! [LE/EECS32014.00  |Digital Logic Design
! |LE/EECS32154.00  [Embedded Systems
| ie/eecs 3602400  [S¥5tems and Random Process in
Discrete Time
! |LE/EECS 36034.00 [Introduction to Power Systems
Theory and Wave
! [LE/EECS 3604 4.00

Propagation

LE/ENG 3000 3.00

Professional Engineering Practice

ES/ENVS 2150 3.00
(" LE/ESSE 2210
3.00)

Environment, Technology and
Sustainable Society (1" Engineering
and the Environment)

1.9G0'9'/$(2H%ESC,-)

!

#,,-$-./(0%57-2,%(/,%J.C2$7%F'(2%1.C2)')%

! |LE/ENG 40006.00  [Engineering Project
| |LE/ENG 45503.00  |Control Systems
!
1.9G0'9/$(2H%ESC, )
!
HS%6&! () $%*+00, -/ (0%12',-$)%.3%44%5'6
40'6$-8'P632.9%5:.%0-)$);%(<%(/,%=<%()%3
| |LE/EECS36114.00  |Analog Integrated Circuit Design
Introduction to Sensors and
! [LE/EECS 3612 4.00
Measurement Instruments
Analog I ircu
. |iesercsasirage |Pdvenced Analog ntegrated Circuit
Design
! |LE/EECS 4612 4.00  |Digital Very Large Scale Integration
| |LE/EECS 4613 4.00  |Power Electronics
! |LE/EECS 4614 4.00  [Electro-Optics
[Advanced Power Electronic
! [LE/EECS4621 4.00 icati

&-)$UBE#$%0' Q62" -$) %632.9%(%0-)$%.3%A(B.2%1.

LE/EECS 4622 4.00

Introduction to Energy Systems

| |LE/EECS 46234.00  |Alternative Energy Systems
! |LE/EECS 42144.00  [Digital Communications
! |LE/EECS 46414.00  [Biological Instruments
1 |LE/EECS 4642 4.00 §
Medical Imaging Systems
! |LE/EECS46434.00 |Biomedical Signal Analysis
! [LE/EECS 4644 400  |Computer-Aided Interventions

K4/L;9%40'6$2-6(0%4/L-/":
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